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#### Abstract

Dual Gramian analysis is one of the fundamental tools developed in a series of papers [37, 40, 38, 39, 42] for studying frames. Using dual Gramian analysis, the frame operator can be represented as a family of matrices composed of the Fourier transforms of the generators of (generalized) shiftinvariant systems, which allows us to characterize most properties of frames and tight frames in terms of their generators. Such a characterization is applied in the above-mentioned papers to two widely used frame systems, namely Gabor and wavelet frame systems. Among many results, we mention here the discovery of the duality principle for Gabor frames [40] and the unitary extension principle for wavelet frames [38]. This paper aims at establishing the dual Gramian analysis for frames in a general Hilbert space and subsequently characterizing the frame properties of a given system using the dual Gramian matrix generated by its elements. Consequently, many interesting results can be obtained for frames in Hilbert spaces, e.g., estimates of the frame bounds in terms of the frame elements and the duality principle. Moreover, this new characterization provides new insights into the unitary extension principle in [38], e.g., the connection between the unitary extension principle and the duality principle in a weak sense. One application of such a connection is a simplification of the construction of multivariate tight wavelet frames from a given refinable mask. In contrast to the existing methods that require completing a unitary matrix with trigonometric polynomial entries from a given row, our method greatly simplifies the tight wavelet frame construction by converting it to a constant matrix completion problem. To illustrate its simplicity, the proposed construction scheme is used to construct a few examples of multivariate tight wavelet frames from box splines with certain desired properties, e.g., compact support, symmetry or anti-symmetry.


## 1. Introduction

This paper is to build up the dual Gramian analysis for studying frames in separable Hilbert spaces. The dual Gramian analysis allows us to study various properties of frames in general Hilbert spaces, including the generator based characterization of frames, estimates of the frame bounds, and the canonical dual frame construction in terms of the dual Gramian matrix. In particular, a duality principle in Hilbert spaces is derived in this paper. The dual Gramian analysis in such a general setting also provides new insights into the unitary extension principle, which results in a simple construction scheme of multivariate tight wavelet frames from box splines.

The basic blocks of the dual Gramian analysis consists of the pre-Gramian matrix, the Gramian matrix and the dual Gramian matrix. The pre-Gramian matrix

[^0]and its adjoint matrix are the matrix representations of the synthesis and analysis operators, while the Gramian matrix and the dual Gramian matrix are the matrix representations of the compositions of the analysis and synthesis operators in different orders. These matrices provide basic tools for studying Bessel, Riesz and frame properties of a system in terms of its elements. The Gramian matrix has been widely used in the study of Riesz property and orthonormality property of a given system. However, the dual Gramian matrix is not as popular as its counterpart. The dual Gramian matrix and its associated analysis were introduced and used as the main tool in the papers [37, 40, 38, 39, 42] for studying frames and tight frames for $L_{2}\left(\mathbb{R}^{d}\right)$. As already shown in these papers, it will be shown again in this paper that the dual Gramian matrix and its associated analysis are also the right tool for studying frames in general Hilbert spaces.

Let $\mathcal{H}$ be a separable Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$. A system $X$ is a countable sequence in $\mathcal{H}$. For a given system $X$, let $\ell_{2}(X)$ denote the space of square summable sequences (here the sequence $X$ is used as the index set) and let $\ell_{0}(X)$ denote the space of sequences with finite support. The synthesis operator $T$ is defined as

$$
\begin{equation*}
T: \ell_{0}(X) \rightarrow \mathcal{H}: c \mapsto \sum_{x \in X} c[x] x \tag{1.1}
\end{equation*}
$$

Since $\ell_{0}(X)$ is dense in $\ell_{2}(X), T$ is densely defined on $\ell_{2}(X)$. For $f \in \mathcal{H}$, the analysis operator is defined as

$$
\begin{equation*}
T^{*}: f \quad \mapsto \quad\{\langle f, x\rangle\}_{x \in X} \tag{1.2}
\end{equation*}
$$

The operator $T^{*}$ is defined only formally as it may not map $\mathcal{H}$ into $\ell_{2}(X)$. The operator $T$ is a bounded operator from $\ell_{2}(X)$ to $\mathcal{H}$ if and only if $T^{*}$ is a bounded operator from $\mathcal{H}$ to $\ell_{2}(X)$. The operators $T$ and $T^{*}$ are an adjoint pair.

A system $X$ is a Bessel system if and only if $T$ (hence $T^{*}$ ) is a bounded operator from $\ell_{2}(X)$ into $\mathcal{H}$ (from $\mathcal{H}$ to $\ell_{2}(X)$ ). The norm of the operator $\|T\|$, as well as $\left\|T^{*}\right\|$, is the Bessel bound of the system $X$. A Bessel system $X$ is fundamental if and only if $T^{*}$ is injective in $\mathcal{H}$, or equivalently the space spanned by $X$ is dense in $\mathcal{H}$ since the injectivity of $T^{*}$ is equivalent to that the range of $T$ is dense in $\mathcal{H}$. A Bessel system $X$ is $\ell_{2}$-independent if and only if $T$ is injective in $\ell_{2}(X)$, i.e. for $c \in \ell_{2}(X), \sum_{x \in X} c[x] x=0$ implies that $c=0$, or equivalently it is invertible on its range.

A Bessel system $X$ is a Riesz sequence if and only if $T$ has a bounded inverse, or equivalently $T$ is bounded below. Recall that a bounded operator $T$ is bounded below on $\ell_{2}(X)$ if there exists a constant $A>0$ such that $\|T c\| \geq A\|c\|$ for all $c \in \ell_{2}(X)$. In short, a system $X$ forms a Riesz sequence if there exist two positive constants $A, B$ such that

$$
\begin{equation*}
A^{2}\|c\|^{2} \leq\left\|\sum_{x \in X} c[x] x\right\|^{2} \leq B^{2}\|c\|^{2}, \quad \text { for all } c \in \ell_{2}(X) \tag{1.3}
\end{equation*}
$$

The largest possible constant $A$ is called the lower Riesz bound and the smallest possible constant $B$ is called the upper Riesz bound. The lower Riesz bound equals $\left\|T^{-1}\right\|^{-1}$ and the upper Riesz bound equals $\|T\|$. When $A=B=1$, the system $X$ forms an orthonormal sequence. A Riesz (orthonormal resp.) sequence is called a Riesz (orthonormal resp.) basis for $\mathcal{H}$ if it is fundamental in $\mathcal{H}$.

A system $X$ forms a frame if and only if $T^{*}$ is bounded and has a bounded inverse, or equivalently $T^{*}$ is both bounded up and bounded below. In other words, a system $X$ forms a frame if there exist two positive constants $A, B$ such that

$$
\begin{equation*}
A^{2}\|f\|^{2} \leq \sum_{x \in X}|\langle f, x\rangle|^{2} \leq B^{2}\|f\|^{2}, \quad \text { for all } f \in \mathcal{H} \tag{1.4}
\end{equation*}
$$

The largest possible constant $A$ is called the lower frame bound and the smallest possible constant $B$ is called the upper frame bound. The lower frame bound equals $\left\|\left(T^{*}\right)^{-1}\right\|^{-1}$ and the upper frame bound equals $\left\|T^{*}\right\|$. When $A=B>0$, the system $X$ is called a tight frame and $A$ is called the tight frame bound with default value 1 through out this paper. When a frame $X$ is $\ell_{2}$-independent, it becomes a Riesz basis. It is implied by the definition that a frame $X$ is fundamental. A system $X$ is called a frame sequence in $\mathcal{H}$ if it is a frame of a closed subspace of $\mathcal{H}$.

We use the Gramian matrix and the dual Gramian matrix to refer to the representations of the two self-adjoint operators $T^{*} T$ and $T T^{*}$ in matrix form. It is well known (see e.g. [37]) that the operator $T^{*} T$ can be used to characterize various Riesz properties of a system. For example, a system $X$ is a Bessel system if and only if $T^{*} T$ (and $T T^{*}$ ) are bounded operators. Furthermore, a Bessel system $X$ is $\ell_{2}$-independent if and only if $T^{*} T$ is injective; it forms a Riesz sequence if and only if $T^{*} T$ has a bounded inverse; and it is an orthonormal sequence if and only if $T^{*} T=I$. The operator $T T^{*}$ is the so-called frame operator which is very suitable for characterizing frames. For example, a Bessel system $X$ is fundamental if and only if $T T^{*}$ is injective; it is a frame if and only if $T T^{*}$ has a bounded inverse; and it is a tight frame if and only if $T T^{*}=I$.

The rest of paper is organized as follows. In Section 2, we first introduce the preGramian matrix, the dual Gramian matrix and their analysis. Then we use the dual Gramian matrix to characterize frame properties, to estimate the frame bounds, and to construct the canonical dual frames. The adjoint system is introduced in Section 3 via the pre-Gramian matrix, which leads to the duality principle. In Section 4, we first briefly review the dual Gramian analysis introduced in [38] for wavelet systems. Then, using the results established in the previous sections, we present a new interpretation of the unitary extension principle, which shows the connection between the duality principle and the unitary extension principle. Such a connection leads to a new construction scheme of tight wavelet frames from a given refinement mask. In contrast to the existing construction schemes which require completing a trigonometric polynomial matrix, the proposed one only need to complete a constant matrix. This dramatically simplifies the construction of tight wavelet frames, especially for the multivariate case. In the end, a few examples of multivariate tight wavelet frames are constructed from some refinable box splines.

## 2. Dual Gramian analysis

This section starts with the introduction of the dual Gramian matrix. Then the dual Gramian matrix is applied to the analysis of frames, the construction of the canonical dual frame and the estimation of the frame bounds.
2.1. Dual Gramian analysis for shift-invariant systems. The dual Gramian analysis was first established in [37] for shift-invariant systems, which is built on the matrix representation of the frame operator under a unitary transform, the Fourier transform. It is then applied in [40] for studying Gabor frames and applied in [38]
for studying wavelet frames. The results demonstrate the power and convenience of the dual Gramian analysis for studying frames.

Take $t \in \mathbb{R}^{d}$ and $f \in L_{2}\left(\mathbb{R}^{d}\right)$, let $E^{t}$ be the translation operator $E^{t} f(x)=f(x-t)$ and let $M^{t}$ be the modulation operator $M^{t} f(x)=e^{i t \cdot x} f(x)$. A system $X$ is shiftinvariant if $X$ is a collection of integer translations of a countable set of $L_{2^{-}}$ functions, i.e.

$$
X:=\left\{E^{k} \phi \mid \phi \in \Phi, k \in \mathbb{Z}^{d}\right\}
$$

where $\Phi$, called the generators, is a countable subset of $L_{2}\left(\mathbb{R}^{d}\right)$. In [37], the preGramian matrix is defined in terms of the Fourier transform of the generators. The Fourier transform of $f \in L_{2}\left(\mathbb{R}^{d}\right)$ is defined as

$$
\hat{f}(w)=\int_{\mathbb{R}^{d}} f(x) e^{-i x \cdot w} d x
$$

For each $w \in \mathbb{T}^{d}:=[-\pi, \pi]^{d}$, the pre-Gramian matrix is defined as the $\left(2 \pi \mathbb{Z}^{d} \times \Phi\right)$ matrix:

$$
\begin{equation*}
\mathrm{J}_{\Phi}(w):=(\hat{\phi}(w+\alpha))_{\alpha, \phi} \tag{2.1}
\end{equation*}
$$

The dual Gramian analysis allows us to decompose the synthesis operator, the analysis operator and the frame operator to a collection of simple operators ("fibers"). The synthesis operator $T$ is represented in Fourier domain by

$$
(\widehat{T c}(w+\alpha))_{\alpha \in 2 \pi \mathbb{Z}^{d}}=\mathrm{J}_{\Phi}(w) \hat{c}(w), \text { for } c \in \ell_{0}(X) \text { and a.e. } w \in \mathbb{T}^{d}
$$

where $\hat{c}:=\left(\hat{c}_{\phi}\right)_{\phi \in \Phi}$ and $\hat{c}_{\phi}$ is the Fourier series of $c$ indexed by $E^{\alpha} \phi, \alpha \in \mathbb{Z}^{d}$. The collection $\left(\mathrm{J}_{\Phi}^{*}(w)\right)_{w \in \mathbb{T}^{d}}$ is the representation of the analysis operator $T^{*}$, i.e.

$$
\widehat{T^{*} f}(w)=\mathrm{J}_{\Phi}^{*}(w)(\hat{f}(w+\alpha))_{\alpha \in 2 \pi \mathbb{Z}^{d}}
$$

for $f \in L_{2}\left(\mathbb{R}^{d}\right)$ and a.e. $w \in \mathbb{T}^{d}$. Moreover, the frame and Riesz properties of a system $X$ can now be characterized by the properties of the columns of the fibers $\mathrm{J}_{\Phi}(w)$ for $w \in \mathbb{T}^{d}$. Roughly speaking, a shift-invariant system $X$ forms a frame (Riesz sequence resp.) if and only if the columns of the pre-Gramian matrix $\mathrm{J}_{\Phi}(w)$ of $X$ are frames (Riesz sequences resp.) at a.e. $w \in \mathbb{T}^{d}$ and the collection of fibers has uniform upper and lower bounds. The decomposition of the operator $T$ into fibers $\mathrm{J}_{\Phi}(\cdot)$ simplifies the analysis in many aspects.

The pre-Gramian matrix can be used to create the Gramian matrix

$$
\mathrm{G}_{\Phi}(w)=\mathrm{J}_{\Phi}^{*}(w) \mathrm{J}_{\Phi}(w)=\left(\sum_{\alpha \in 2 \pi \mathbb{Z}^{d}} \hat{\phi}^{\prime}(w+\alpha) \overline{\hat{\phi}(w+\alpha)}\right)_{\phi, \phi^{\prime} \in \Phi}
$$

and the dual Gramian matrix

$$
\tilde{\mathrm{G}}_{\Phi}(w)=\mathrm{J}_{\Phi}(w) \mathrm{J}_{\Phi}^{*}(w)=\left(\sum_{\phi \in \Phi} \hat{\phi}(w+\alpha) \overline{\hat{\phi}\left(w+\alpha^{\prime}\right)}\right)_{\alpha, \alpha^{\prime} \in 2 \pi \mathbb{Z}^{d}}
$$

The entries of the Gramian matrix $\mathrm{G}_{\Phi}(w)$ are well-defined almost everywhere as long as the generators are in $L_{2}\left(\mathbb{R}^{d}\right)$. In order to make the entries of the dual Gramian matrix well-defined almost everywhere, we need to impose the condition $\sum_{\phi \in \Phi}|\hat{\phi}(w)|^{2}<\infty$ for a.e. $w \in \mathbb{R}^{d}$. The collection $\left(\mathrm{G}_{\Phi}(w)\right)_{w \in \mathbb{T}^{d}}$ and the collection $\left(\tilde{\mathrm{G}}_{\Phi}(w)\right)_{w \in \mathbb{T}^{d}}$ are used to decompose the operators $T^{*} T$ and $T T^{*}$ in the Fourier
transform domain into simple fibers which are then used to characterize various properties of shift-invariant systems. For example, let the unitary operator

$$
U_{1}: L_{2}\left(\mathbb{R}^{d}\right) \rightarrow L_{2}\left(\mathbb{T}^{d}, 2 \pi \mathbb{Z}^{d}\right)
$$

be defined by $\left(U_{1} f\right)(w, \alpha):=(2 \pi)^{-d / 2} \hat{f}(w+\alpha)$. Then, as proved by [37], we have

$$
\begin{equation*}
\left\|T^{*} f\right\|^{2}=\int_{\mathbb{T}^{d}}\left(U_{1} f\right)(w, \cdot)^{*} \tilde{\mathrm{G}}_{\Phi}(w)\left(U_{1} f\right)(w, \cdot) d w \tag{2.2}
\end{equation*}
$$

for band-limited $f \in L_{2}\left(\mathbb{R}^{d}\right)$ (i.e. $\hat{f}$ has compact support). This leads to the characterization of Bessel systems and frames in terms of the dual Gramian matrix fibers, which are much simpler operators defined by only the generators of the system. More specifically, define

$$
\Lambda(w):=\left\|\tilde{\mathrm{G}}_{\Phi}(w)\right\|, \quad \lambda(w):=\left\|\tilde{\mathrm{G}}_{\Phi}(w)^{-1}\right\|
$$

as the operator norms of $\tilde{\mathrm{G}}_{\Phi}(w)$ and $\tilde{\mathrm{G}}_{\Phi}(w)^{-1}$ at each $w \in \mathbb{T}^{d}$, and $\lambda(w)$ is $\infty$ if $\tilde{\mathrm{G}}_{\Phi}(w)$ is not invertible. The shift-invariant system $X$ is Bessel if and only if the function $\Lambda$ is essentially bounded on $\mathbb{T}^{d}$. Moreover, the Bessel bound is $\|\Lambda\|_{L_{\infty}}^{1 / 2}$. When $X$ is Bessel, this system is a frame if and only if the function $\lambda$ is essentially bounded on $\mathbb{T}^{d}$. The lower frame bound is $\|\lambda\|_{L_{\infty}}^{-1 / 2}$. The system is a tight frame if and only if $\Lambda(w)=\lambda(w)=1$, or equivalently, $\tilde{\mathrm{G}}(w)=I$ for a.e. $w \in \mathbb{T}^{d}$.

Similarly, one can use the Gramian matrix to investigate the Bessel and Riesz properties of a shift-invariant system. Interested readers are referred to [37] for more details on the fiberization technique and dual Gramian analysis for shift-invariant systems.
2.2. Definitions. In order to define the dual Gramian matrix for a general system $X$, we need to first introduce the concept of pre-Gramian matrix. The pre-Gramian matrix of a given system $X$ represents the synthesis operator in a matrix form composed of only the elements of $X$. With this representation, one hopefully can characterize various properties of the system $X$ in terms of its elements. For a given system $X$, the key to the dual Gramian analysis is to find a pre-Gramian matrix $J_{X}$ that represents the synthesis operator $T$ by its elements and the corresponding adjoint $J_{X}^{*}$ satisfies the following identity with a unitary operator $U_{2}: \mathcal{H} \rightarrow \ell_{2}$ :

$$
\left\|T^{*} f\right\|^{2}=\left\|J_{X}^{*} U_{2} f\right\|^{2}=\left(U_{2} f\right)^{*} \tilde{G}_{X}\left(U_{2} f\right), \quad \text { for } f \in \mathcal{H}
$$

where $\tilde{G}_{X}:=J_{X} J_{X}^{*}$ denotes the dual Gramian matrix.
Depending on the properties of the given system and the associated underlying Hilbert space, there are many ways to define a pre-Gramian matrix. For example, one may define the pre-Gramian matrix via the Fourier transform of the generators for a shift-invariant system in $L_{2}\left(\mathbb{R}^{d}\right)$ as discussed in the previous section. In general, for a given system $X$ of a Hilbert space $\mathcal{H}$, the pre-Gramian matrix $J_{X}$ of $X$ associated with an orthonormal basis $\mathcal{O}$ in $\mathcal{H}$ is defined as:

$$
\begin{equation*}
J_{X}:=(\langle x, e\rangle)_{e \in \mathcal{O}, x \in X} \tag{2.3}
\end{equation*}
$$

where the rows are indexed by $\mathcal{O}$ and the columns are indexed by $X$, and the $(e, x)$-entry is the inner product of $x$ with $e$.

The dual Gramian matrix is defined as $J_{X} J_{X}^{*}$. In order to ensure that each entry of the dual Gramian matrix is well defined, we assume in this paper that

$$
\begin{equation*}
\sum_{x \in X}|\langle x, e\rangle|^{2}<\infty \text { for all } e \in \mathcal{O} \tag{2.4}
\end{equation*}
$$

Such an assumption holds true for any orthonormal basis if $X$ is a Bessel system. The condition (2.4) also ensures that the analysis operator $T^{*}$ is densely defined on $\mathcal{H}$, since it is well-defined on the span of $\mathcal{O}$ into $\ell_{2}(X)$. Therefore, the operator $T$ is a bounded operator on its domain if and only if $T^{*}$ is a bounded operator on its domain. Thus, by (2.4), the system $X$ is a Bessel system if and only if $T$ (or $T^{*}$ ) is a bounded operator on its domain.

Under the assumption (2.4), the dual Gramian matrix of $X$ associated with $\mathcal{O}$ is defined as

$$
\begin{equation*}
\tilde{G}_{X}:=J_{X} J_{X}^{*}=\left(\sum_{x \in X}\left\langle e^{\prime}, x\right\rangle\langle x, e\rangle\right)_{e, e^{\prime}} \tag{2.5}
\end{equation*}
$$

The Gramian matrix of $X$ is defined as:

$$
\begin{equation*}
G_{X}:=J_{X}^{*} J_{X}=\left(\sum_{e \in \mathcal{O}}\left\langle x^{\prime}, e\right\rangle\langle e, x\rangle\right)_{x, x^{\prime}}=\left(\left\langle x^{\prime}, x\right\rangle\right)_{x, x^{\prime}} \tag{2.6}
\end{equation*}
$$

The entries of the Gramian matrix are well defined, since $\mathcal{O}$ is an orthonormal basis of $\mathcal{H}$. The last equality in (2.6), which follows again from the fact that $\mathcal{O}$ is an orthonormal basis of $\mathcal{H}$, shows that this definition coincides with the traditional definition of Gramian matrix of a given system $X$. Hence, the definition of the Gramian matrix is independent of the choice of the orthonormal basis $\mathcal{O}$.

For a shift-invariant system $X=\left\{E^{k} \phi: \phi \in \Phi \subset L_{2}\left(\mathbb{R}^{d}\right), k \in \mathbb{Z}^{d}\right\}$, the two definitions of pre-Gramian matrices, (2.1) and (2.3), are closely related. It is shown in [21] that if the orthonormal basis $\mathcal{O}$ used in (2.3) is

$$
\left\{(2 \pi)^{-d / 2} E^{k} M^{\alpha} \hat{\chi}_{\mathbb{T}^{d}}(-\cdot): k \in \mathbb{Z}^{d}, \alpha \in 2 \pi \mathbb{Z}^{d}\right\}
$$

the pre-Gramian matrix (2.3) of $X$ is then

$$
J_{X}=(2 \pi)^{-d}\left(\left\langle E^{k^{\prime}} \phi, E^{k} M^{\alpha} \hat{\chi}_{\mathbb{T}^{d}}(-\cdot)\right\rangle\right)_{\left(k \in \mathbb{Z}^{d}, \alpha \in 2 \pi \mathbb{Z}^{d}\right),\left(k^{\prime} \in \mathbb{Z}^{d}, \phi \in \Phi\right)}
$$

where $\chi_{\mathbb{T}^{d}}$ is the characteristic function of $\mathbb{T}^{d}$. Then, for any sequence $c \in \ell_{0}(X)$, the Fourier series of $J_{X} c$ will be the same as the pre-Gramian (2.1) evaluated at $\hat{c}$, i.e.

$$
\left(J_{X} c\right)^{\wedge}(w)=\mathrm{J}_{\Phi}(w) \hat{c}(w), \text { for a.e. } w \in \mathbb{T}^{d}
$$

Interested readers are referred to [21] for more details.
2.3. Analysis. In order to link the dual Gramian matrix $\tilde{G}_{X}$ to the frame operator, we need the synthesis operator corresponding to the orthonormal basis $\mathcal{O}$ of $\mathcal{H}$, which is the unitary operator

$$
U: \ell_{2}(\mathcal{O}) \mapsto \mathcal{H}: c \mapsto \sum_{e \in \mathcal{O}} c[e] e
$$

The corresponding adjoint operator is the analysis operator

$$
U^{*}: f \mapsto\{\langle f, e\rangle\}_{e \in \mathcal{O}}
$$

The unitary operator $U$ maps the sequence space $\ell_{2}(\mathcal{O})$ to $\mathcal{H}$ and the adjoint operator $U^{*}$ maps $\mathcal{H}$ to the sequence space $\ell_{2}(\mathcal{O})$. Using this unitary operator
$U$, the link between the pre-Gramian matrix of $X$ and the synthesis operator of $X$ is stated as follows.
Proposition 2.1. Let $X \subset \mathcal{H}$ be a given system and let $\mathcal{O}$ be an orthonormal basis of $\mathcal{H}$. Assume that $X$ and $\mathcal{O}$ satisfy (2.4). Then we have

$$
\begin{equation*}
T c=U J_{X} c, \quad \text { for any } c \in \ell_{0}(X) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
T^{*} U d=J_{X}^{*} d, \quad \text { for any } d \in \ell_{0}(\mathcal{O}) \tag{2.8}
\end{equation*}
$$

Consequently, $X$ is a Bessel system if and only if $J_{X}$ (or $J_{X}^{*}$ ) is bounded. The Bessel bound equals $\left\|J_{X}\right\|=\left\|J_{X}^{*}\right\|$. A Bessel system $X$ is a Riesz sequence (frame resp.) if and only if $J_{X}$ ( $J_{X}^{*}$ resp.) is bounded below. The lower Riesz bound (lower frame bound resp.) equals $\left\|J_{X}^{-1}\right\|^{-1}\left(\left\|J_{X}^{*-1}\right\|^{-1}\right.$ resp.).
Proof. For any $c \in \ell_{0}(X)$, we have

$$
U J_{X} c=\sum_{e \in \mathcal{O}} \sum_{x \in X} c[x]\langle x, e\rangle e=\sum_{x \in X} c[x] \sum_{e \in \mathcal{O}}\langle x, e\rangle e=\sum_{x \in X} c[x] x=T c
$$

In the above derivation, the sequence $\left(\sum_{x \in X} c[x]\langle x, e\rangle\right)_{e \in \mathcal{O}}$ is in $\ell_{2}(\mathcal{O})$ since $c \in$ $\ell_{0}(X)$ and $\mathcal{O}$ is an orthonormal basis. The summation order can be changed because the summation indexed by $X$ is finite as $c \in \ell_{0}(X)$. To prove (2.8), for any $d \in$ $\ell_{0}(\mathcal{O})$, we have

$$
T^{*} U d=(\langle U d, x\rangle)_{x \in X}=\left(\left\langle\sum_{e \in \mathcal{O}} d[e] e, x\right\rangle\right)_{x \in X}=\left(\sum_{e \in \mathcal{O}} d[e]\langle e, x\rangle\right)_{x \in X}=J_{X}^{*} d
$$

Notice that $J_{X}^{*} d \in \ell_{2}(X)$, because $X$ and $\mathcal{O}$ satisfy (2.4). With the two relationships (2.7) and (2.8), the characterizations of various properties of the system $X$ can be transferred from the synthesis operator $T$ and the analysis operator $T^{*}$ to the corresponding pre-Gramian matrix $J_{X}$ and its adjoint $J_{X}^{*}$. Hence, the rest of the results follow from the definitions of Bessel systems, Riesz sequences or frames that are given in terms of the operator $T$ or $T^{*}$.

It is noted that the proof of (2.7) does not require the assumption (2.4). However, the assumption (2.4) makes the matrix-vector product $J_{X} c$ well-defined for any vector $c$ in $\ell_{2}(X)$. As a result, the matrix $J_{X}$ can be formally used to define an operator on $\ell_{2}(X)$, but it may not map to $\ell_{2}(\mathcal{O})$. Now we are ready to build the bridge between the dual Gramian matrix of $X$ and the frame operator of $X$.
Proposition 2.2. Let $X \subset \mathcal{H}$ be a system and let $\mathcal{O}$ be an orthonormal basis of $\mathcal{H}$. Assume that $X$ and $\mathcal{O}$ satisfy (2.4). Then we have

$$
\begin{equation*}
\langle T c, T d\rangle=d^{*} G_{X} c, \quad \text { for any } c, d \in \ell_{0}(X) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle T^{*} U c, T^{*} U d\right\rangle=d^{*} \tilde{G}_{X} c, \quad \text { for any } c, d \in \ell_{0}(\mathcal{O}) \tag{2.10}
\end{equation*}
$$

Furthermore, $X$ is a Bessel system if and only if the Gramian matrix $G_{X}$ (the dual Gramian matrix $\tilde{G}_{X}$ resp.) defines a bounded operator of $\ell_{2}(X)\left(\ell_{2}(\mathcal{O})\right.$ resp.). The Bessel bound equals $\left\|G_{X}\right\|^{1 / 2}=\left\|\tilde{G}_{X}\right\|^{1 / 2}$. If the system $X$ is Bessel, we have

$$
\begin{array}{ll}
T^{*} T c=G_{X} c, & \text { for any } c \in \ell_{2}(X) \\
U^{*} T T^{*} U d=\tilde{G}_{X} d, \quad \text { for any } d \in \ell_{2}(\mathcal{O})
\end{array}
$$

Proof. For any $c, d \in \ell_{0}(X)$, we have

$$
\langle T c, T d\rangle=\left\langle\sum_{x^{\prime} \in X} c\left[x^{\prime}\right] x^{\prime}, \sum_{x \in X} d[x] x\right\rangle=\sum_{x \in X} \overline{d[x]} \sum_{x^{\prime} \in X} c\left[x^{\prime}\right]\left\langle x^{\prime}, x\right\rangle=d^{*} G_{X} c .
$$

Next we prove (2.10). Let $c, d \in \ell_{0}(\mathcal{O})$. Then $T^{*} U c, T^{*} U d \in \ell_{2}(X)$ by (2.4) and

$$
\begin{aligned}
\left\langle T^{*} U c, T^{*} U d\right\rangle & =\sum_{x \in X}\langle U c, x\rangle\langle x, U d\rangle=\sum_{x \in X}\left\langle\sum_{e^{\prime} \in \mathcal{O}} c\left[e^{\prime}\right] e^{\prime}, x\right\rangle\left\langle x, \sum_{e \in \mathcal{O}} d[e] e\right\rangle \\
& =\sum_{e \in \mathcal{O}} \overline{d[e]} \sum_{e^{\prime} \in \mathcal{O}} c\left[e^{\prime}\right] \sum_{x \in X}\left\langle e^{\prime}, x\right\rangle\langle x, e\rangle=d^{*} \tilde{G}_{X} c .
\end{aligned}
$$

It follows from (2.9) and (2.10) that $T$ ( $T^{*}$ resp.) is bounded if and only if $G_{X}$ ( $\tilde{G}_{X}$ resp.) is bounded. Therefore, $X$ is Bessel if and only if $G_{X}$ or $\tilde{G}_{X}$ defines a bounded operator, and its Bessel bound equals $\left\|G_{X}\right\|^{1 / 2}=\left\|\tilde{G}_{X}\right\|^{1 / 2}$.

When a system $X$ is Bessel, both operators $T$ and $T^{*}$ are bounded. By (2.9), we have that $G_{X}$ is bounded and satisfies

$$
\left\langle T^{*} T c, d\right\rangle=d^{*} G_{X} c, \quad \text { for all } c, d \in \ell_{2}(X)
$$

Hence $G_{X}=T^{*} T$. Similarly, $U^{*} T T^{*} U=\tilde{G}_{X}$.
From (2.10), by taking limit, we conclude that

$$
\left\|T^{*} U c\right\|^{2}=c^{*} \tilde{G}_{X} c, \quad \text { for arbitrary } c \in \ell_{2}(\mathcal{O})
$$

although both sides may equal to infinity for some cases. As already shown in the study of the frame properties of shift-invariant systems, the equality above plays an important role in the dual Gramian analysis. In fact, it shows that both the upper bound and the lower bound of the operator $T^{*}$, which is equivalent to the frame property of $X$, can be characterized by the bounds of the nonnegative Hermitian matrix $\tilde{G}_{X}$. Since the Bessel property has already been characterized by the upper bounds of $\tilde{G}_{X}$ or $G_{X}$, the following proposition characterizes the lower bound of frames and Riesz systems in terms of the dual Gramian and Gramian matrices.

Proposition 2.3. Let $X \subset \mathcal{H}$ be a Bessel system and let $\mathcal{O}$ be an orthonormal basis of $\mathcal{H}$. Then
(a) $X$ is $\ell_{2}$-independent if and only if $G_{X}$ is injective. $X$ forms a Riesz sequence if and only if $G_{X}$ has a bounded inverse and the lower Riesz bound is $\left\|G_{X}^{-1}\right\|^{-1 / 2} . X$ is an orthonormal sequence if and only if $G_{X}=I$.
(b) ${\underset{\sim}{G}}_{X}$ is fundamental if and only if $\tilde{G}_{X}$ is injective. $X$ is a frame if and only if $\tilde{G}_{X}$ has a bounded inverse and the lower frame bound is $\left\|\tilde{G}_{X}^{-1}\right\|^{-1 / 2} . X$ is a tight frame if and only if $\tilde{G}_{X}=I$.

Proof. If the system $X$ is Bessel, then by Proposition 2.2, we have

$$
T^{*} T=G_{X}, \quad U^{*} T T^{*} U=\tilde{G}_{X}
$$

Hence (a) and (b) follow immediately from the characterization by $T^{*} T$ and $T T^{*}$.

It can be seen that when $X$ is a Bessel system with upper bound $B$, the summation $\sum_{x \in X}|\langle x, e\rangle|^{2}$ is uniformly bounded by $B^{2}$ for all $e \in \mathcal{O}$. Hence the condition (2.4) holds. Furthermore, the elements $\left\{\sum_{x \in X}|\langle x, e\rangle|^{2}, e \in \mathcal{O}\right\}$ form the diagonal entries of the dual Gramian matrix $\tilde{G}_{X}$. Hence, the necessary condition for $X$ being
a tight frame is $\sum_{x \in X}|\langle x, e\rangle|^{2}=1$ for all $e \in \mathcal{O}$ and it becomes sufficient when $X$ is a Bessel system with bound 1 .

Corollary 2.4. Let $X$ be a given system in $\mathcal{H}$ and let $\mathcal{O}$ be an orthonormal basis of $\mathcal{H}$. Assume $X$ is a Bessel system of $\mathcal{H}$ with bound 1. Then the system $X$ is a tight frame if and only if

$$
\begin{equation*}
\sum_{x \in X}|\langle x, e\rangle|^{2}=1, \quad \text { for all } e \in \mathcal{O} \tag{2.11}
\end{equation*}
$$

Proof. The necessity part is easy to see, as each element $\sum_{x \in X}|\langle x, e\rangle|^{2}$ is one of the diagonal entries of $\tilde{G}_{X}$. For the sufficiency part, consider the sequence $c \in \ell_{2}(\mathcal{O})$ whose $e^{\prime}$-th element has value 1 and others have value 0 . Then $\tilde{G}_{X} c$ gives the $e^{\prime}$-th column of matrix $\tilde{G}_{X}$. By Proposition 2.2 and the fact that $X$ is a Bessel system with bound 1, we have $\left\|G_{X} c\right\| \leq 1$. Moreover,

$$
\begin{aligned}
\left\|\tilde{G}_{X} c\right\|^{2} & =\left\|\left\{\sum_{x \in X}\left\langle e^{\prime}, x\right\rangle\langle x, e\rangle\right\}_{e \in \mathcal{O}}\right\|^{2}=\left(\sum_{x \in X}\left|\left\langle x, e^{\prime}\right\rangle\right|^{2}\right)^{2}+\sum_{e \in \mathcal{O} \backslash\left\{e^{\prime}\right\}}\left|\sum_{x \in X}\left\langle e^{\prime}, x\right\rangle\langle x, e\rangle\right|^{2} \\
& =1+\sum_{e \in \mathcal{O} \backslash e^{\prime}}\left|\sum_{x \in X}\left\langle e^{\prime}, x\right\rangle\langle x, e\rangle\right|^{2},
\end{aligned}
$$

which implies that

$$
\sum_{x \in X}\left\langle e^{\prime}, x\right\rangle\langle x, e\rangle=0, \text { for } e \in \mathcal{O} \backslash\left\{e^{\prime}\right\}
$$

Hence the dual Gramian matrix $\tilde{G}_{X}=I$, and therefore $X$ is a tight frame by Proposition 2.3.

As a direct application of Corollary 2.4, an orthonormal sequence $X$ is clearly a Bessel system with bound 1 and it becomes an orthonormal basis if it satisfies the additional condition (2.11) for some orthonormal basis $\mathcal{O}$, i.e. $X$ is also fundamental. For a general Bessel system $X$ with bound $B$, following the same argument as Corollary 2.4, the condition $\sum_{x \in X}|\langle x, e\rangle|^{2}=B^{2}$ for all $e \in \mathcal{O}$ implies that the system is a tight frame with bound $B$, i.e. $\sum_{x \in X}|\langle f, x\rangle|^{2}=B^{2}\|f\|^{2}$ for all $f \in \mathcal{H}$.

The properties of a frame can also be characterized by the Gramian matrix. In general, as an operator, the Gramian matrix has a non-trivial null set for a frame system. Thus, the analysis of frame properties via the Gramian matrix needs to involve the partial inverse and its boundedness. The interested reader is referred to [37] for the details of the characterization of a frame via Gramian matrix. While the Gramian matrix is very handy for studying the Riesz and orthonormal properties of a system, the dual Gramian matrix is more convenient for studying the frame and tight frame properties of a system. We illustrate this by the following simple example in $\mathbb{C}^{n}$.

Example 2.5. Let $\mathcal{H}$ be the finite dimensional Hilbert space $\mathbb{C}^{n}$ and let $\left\{e_{i}\right\}_{i=1}^{n}$ denote its canonical orthonormal basis. Let $X:=\left\{f_{k}\right\}_{k=1}^{m} \subset \mathbb{C}^{n}$. Then, the preGramian matrix of $X$ is

$$
J_{X}:=\left(\begin{array}{ccccc}
f_{1}(1) & \cdots & f_{k}(1) & \cdots & f_{m}(1) \\
\vdots & & \vdots & & \vdots \\
f_{1}(j) & \cdots & f_{k}(j) & \cdots & f_{m}(j) \\
\vdots & & \vdots & & \vdots \\
f_{1}(n) & \cdots & f_{k}(n) & \cdots & f_{m}(n)
\end{array}\right)
$$

which is the matrix representation of the synthesis operator associated with $X$ :

$$
T: \ell_{2}(X) \rightarrow \mathbb{C}^{n}: c \mapsto \sum_{k=1}^{m} c_{k} f_{k}
$$

Similarly, the adjoint matrix

$$
J_{X}^{*}:=\left(\begin{array}{ccccc}
\overline{f_{1}(1)} & \ldots & \overline{f_{1}(j)} & \ldots & \overline{f_{1}(n)} \\
\vdots & & \vdots & & \vdots \\
\overline{f_{k}(1)} & \ldots & \overline{f_{k}(j)} & \ldots & \overline{f_{k}(n)} \\
\vdots & & \vdots & & \vdots \\
\overline{f_{m}(1)} & \ldots & \overline{f_{m}(j)} & \ldots & \overline{f_{m}(n)}
\end{array}\right)
$$

is the matrix representation of the analysis operator

$$
T^{*}: \mathbb{C}^{n} \rightarrow \ell_{2}(X): f \mapsto\left\{\left\langle f, f_{k}\right\rangle\right\}_{k=1}^{m}
$$

Its corresponding Gramian matrix and the dual Gramian matrix are

$$
G_{X}:=J_{X}^{*} J_{X}=\left(\left\langle f_{k^{\prime}}, f_{k}\right\rangle\right)_{k, k^{\prime}}, \quad \tilde{G}_{X}:=J_{X} J_{X}^{*}=\left(\sum_{k=1}^{m} f_{k}(j) \overline{f_{k}\left(j^{\prime}\right)}\right)_{j, j^{\prime}}
$$

which are the matrix representations of the linear operators $T^{*} T$ and $T T^{*}$.
2.4. Canonical dual frame. In this section, we demonstrate the convenience brought by the dual Gramian analysis in the construction of the canonical dual frame from a given frame or in the construction of tight frames. If a system $X$ is a frame, the frame operator $S:=T T^{*}$ is self-adjoint, positive definite and invertible. It is well-known that the system $S^{-1} X$ is also a frame and is often called the canonical dual frame of $X$ (see e.g. [16]). Recall that the dual frame of a frame $X$ is a frame $R X$ that satisfies

$$
\sum_{x \in X}\langle f, x\rangle R x=f=\sum_{x \in X}\langle f, R x\rangle x, \text { for all } f \in \mathcal{H}
$$

where $R$ is a map from $X$ to $\mathcal{H}$. In general, for a given frame $X$, there exist many dual frames. The canonical dual frame $S^{-1} X$ is distinguished from the others by having the following property:

$$
\sum_{x \in X}\left|\left\langle f, S^{-1} x\right\rangle\right|^{2} \leq \sum_{x \in X}|\langle f, R x\rangle|^{2}
$$

Proposition 2.2 implies that the dual Gramian matrix makes the computation of the canonical dual frame feasible while the Gramian matrix makes the computation of dual Riesz basis feasible, as shown in the following proposition.

Proposition 2.6. Let $X$ be a frame in $\mathcal{H}$ with frame bounds $A, B$. The system $U \tilde{G}_{X}^{-1} U^{*} X$ is a frame with bounds $B^{-1}, A^{-1}$, and is the canonical dual frame of $X$.

As one can use the Gramian matrix to construct an orthonormal basis from a Riesz basis, we can use the dual Gramian matrix to construct a tight frame from a frame. Let $S^{-1 / 2}$ denote the inverse of the positive square root of $S$. Notice that

$$
f=S^{-1 / 2} S S^{-1 / 2} f=S^{-1 / 2} \sum_{x \in X}\left\langle S^{-1 / 2} f, x\right\rangle x=\sum_{x \in X}\left\langle f, S^{-1 / 2} x\right\rangle S^{-1 / 2} x
$$

Thus, $S^{-1 / 2} X$ forms a tight frame.
Proposition 2.7. Let $X$ be a frame in $\mathcal{H}$. Let $\tilde{G}_{X}^{-1 / 2}$ denote the inverse of the positive square root of $\tilde{G}_{X}$. Then, the system $U \tilde{G}_{X}^{-1 / 2} U^{*} X$ forms a tight frame.

The following example illustrates that the computation of the dual frame becomes straightforward for the finite dimensional case.

Example 2.8. Let $\mathcal{H}$ be the finite dimensional Hilbert space $\mathbb{C}^{n}$ and let $\left\{e_{i}\right\}_{i=1}^{n}$ denote its canonical orthonormal basis. Let $X:=\left\{f_{k}\right\}_{k=1}^{m}$ be a frame in $\mathbb{C}^{n}$. The dual Gramian matrix $\tilde{G}_{X}$ is Hermitian and positive definite hence invertible. Thus $\left\{\tilde{G}_{X}^{-1} f_{k}\right\}_{k=1}^{m}$ forms the canonical dual frame of system $\left\{f_{k}\right\}_{k=1}^{m}$.

Example 2.8 can be extended to the construction of tight frames. Let $\tilde{G}_{X}^{-1 / 2}$ denote the inverse of the positive square root of $\tilde{G}_{X}$, which can be found, for example, by a unitary diagonalization of the positive definite matrix $\tilde{G}_{X}$. Then $\left\{\tilde{G}_{X}^{-1 / 2} f_{k}\right\}_{k=1}^{m}$ is a tight frame.
2.5. Frame bound estimation. Dual Gramian analysis can be used to estimate the frame bounds. Let $\mathcal{I}$ be a countable index set, and let $M$ be a complex valued non-negative Hermitian matrix with its rows and columns indexed by $\mathcal{I}$. The matrix $M$ can be viewed as an operator from $\ell_{2}(\mathcal{I})$ to $\ell_{2}(\mathcal{I})$. We use the following estimates of $\|M\|$ :

$$
\sup _{i \in \mathcal{I}}\left(\sum_{j \in \mathcal{I}}|M(i, j)|^{2}\right)^{1 / 2} \leq\|M\| \leq \sup _{i \in \mathcal{I}} \sum_{j \in \mathcal{I}}|M(i, j)| .
$$

Together with Proposition 2.2, we give an estimate of the Bessel bound of a given system $X$.

Proposition 2.9. Let $X$ be a system in a Hilbert space $\mathcal{H}$ and $\mathcal{O}$ be an orthonormal basis of $\mathcal{H}$ such that (2.4) is satisfied.
(a) Let

$$
\tilde{B}_{1}: e \mapsto \sum_{e^{\prime} \in \mathcal{O}}\left|\sum_{x \in X}\left\langle e^{\prime}, x\right\rangle\langle x, e\rangle\right| .
$$

Then $X$ is a Bessel system whenever $\sup _{e \in \mathcal{O}} \tilde{B}_{1}(e)<\infty$ and its Bessel bound is not larger than $\left(\sup _{e \in \mathcal{O}} \tilde{B}_{1}(e)\right)^{1 / 2}$.
(b) Assume that $X$ is a Bessel system, then

$$
\tilde{B}_{2}: e \mapsto\left(\sum_{e^{\prime} \in \mathcal{O}}\left|\sum_{x \in X}\left\langle e^{\prime}, x\right\rangle\langle x, e\rangle\right|^{2}\right)^{1 / 2}
$$

is bounded and the Bessel bound is not smaller than $\left(\sup _{e \in \mathcal{O}} \tilde{B}_{2}(e)\right)^{1 / 2}$.
The lower frame bound can be obtained when the dual Gramian matrix is diagonally dominant. Recall that for a Hermitian diagonally dominant matrix $M$,

$$
\left\|M^{-1}\right\| \leq \sup _{i \in \mathcal{I}}\left(|M(i, i)|-\sum_{j \in \mathcal{I} \backslash i}|M(i, j)|\right)^{-1}
$$

This leads to the following proposition.
Proposition 2.10. Let $X$ be a system in Hilbert space $\mathcal{H}$ and $\mathcal{O}$ be an orthonormal basis of $\mathcal{H}$ such that (2.4) is satisfied. Let

$$
\tilde{b}_{1}: e \mapsto\left(\sum_{x \in X}|\langle e, x\rangle|^{2}-\sum_{e^{\prime} \neq e}\left|\sum_{x \in X}\left\langle e^{\prime}, x\right\rangle\langle x, e\rangle\right|\right)^{-1}
$$

Then $X$ is a frame whenever $\sup _{e \in \mathcal{O}} \tilde{b}_{1}(e)<\infty$ and the lower frame bound is not smaller than $\left(\sup _{e \in \mathcal{O}} \tilde{b}_{1}(e)\right)^{-1 / 2}$.

Similarly, Riesz bounds can be estimated by using the Gramian matrix $G_{X}$ and we omit the details here.

## 3. DuAlity PRINCIPLE

As the Gabor systems are shift-invariant systems, the dual Gramian analysis for shift-invariant systems established in [37] was first applied to study Gabor systems in [36]. One important result presented in [36] is the duality principle. The essential ingredient of the duality principle is that the dual Gramian matrix of a given Gabor system is the Gramian matrix of another Gabor system, called the adjoint system. Based on this essential observation, we introduce the adjoint system for a given system in general Hilbert spaces, which leads to a duality principle between a given system and its adjoint system.
3.1. Duality principle for Gabor systems. A Gabor system is defined via applying the translation and modulation operators on a window function. Given a window function $\phi \in L_{2}\left(\mathbb{R}^{d}\right)$, the Gabor system is defined as

$$
X=(K, L)_{\phi}:=\left\{E^{k} M^{l} \phi \mid k \in K, l \in L\right\}
$$

where $K$ is a lattice defined as $A_{K} \mathbb{Z}^{d}$ with a linear invertible map $A_{K}: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}^{d}$, and so is $L$. The dual lattice of $K$ is defined as $\tilde{K}:=\left\{\tilde{k} \in \mathbb{R}^{d} \mid \tilde{k} \cdot k \in\right.$ $2 \pi \mathbb{Z}$, for all $k \in K\}$. These two lattices always satisfy

$$
|K| \cdot|\tilde{K}|=(2 \pi)^{d}
$$

where $|K|=\left|\operatorname{det}\left(A_{K}\right)\right|$. The number $\operatorname{den}(X):=\frac{(2 \pi)^{d}}{|K| \cdot|L|}$ is called the density parameter of the Gabor system $(K, L)_{\phi}$. The adjoint system $Y$ of a Gabor system is defined as

$$
Y:=\operatorname{den}(X)^{1 / 2}(\tilde{L}, \tilde{K})_{\phi}=\left\{\operatorname{den}(X)^{1 / 2} E^{\tilde{l}} M^{\tilde{k}} \phi \mid \tilde{l} \in \tilde{L}, \tilde{k} \in \tilde{K}\right\}
$$

Notice that $X$ becomes a $K$-shift-invariant system if $L_{\phi}:=\left\{M^{l} \phi \mid l \in L\right\}$ is used as the generators. The fiberization technique for shift-invariant systems can be easily extended to $K$-shift-invariant systems by replacing the lattice $\mathbb{Z}^{d}$ by the lattice $K$. The pre-Gramian matrix of a Gabor system $X$ is a $(\tilde{K} \times L)$-matrix whose
$(k, l)$-entry is given by $|K|^{-1 / 2} \hat{\phi}(\cdot+k+l)$. The pre-Gramian matrix of the adjoint system $Y$ is an $(L \times \tilde{K})$-matrix whose $(l, k)$-entry is given by $|K|^{-1 / 2} \hat{\phi}(\cdot+l+k)$. Hence we have

$$
\mathrm{J}_{Y}(\cdot)=\overline{\mathrm{J}_{X}^{*}}(\cdot)
$$

The identity above is the essential observation made in [40] regarding the relationship between a Gabor system $X$ and its adjoint system $Y$. It states that the dual Gramian matrix of a Gabor system $X$ is (unitarily-equivalent to) the Gramian matrix of its adjoint system $Y$ :

$$
\mathrm{G}_{Y}(\cdot)=\overline{\tilde{\mathrm{G}}_{X}(\cdot)}
$$

Such a connection leads to the so-called duality principle in [40]: a system $X$ is Bessel if and only if its adjoint system $Y$ is Bessel with the same Bessel bound; a Bessel system $X$ is fundamental if and only if its adjoint system $Y$ is Bessel and $\ell_{2}$-independent; a system $X$ is a frame if and only if its adjoint system $Y$ is a Riesz sequence and the frame bounds of $X$ coincide with the Riesz bounds of $Y$. Moreover, a system $X$ is a tight frame if and only if its adjoint system $Y$ is an orthonormal sequence. The duality principle presented in [40] was first announced in [36]. It was also obtained independently by [18] and [31] without using dual Gramian analysis, but these results lack the estimation of the frame bounds.

Here we remark that instead of using the Fourier transform of the window function, one can also build the dual Gramian matrix by using the window function. The reason is that the Fourier transform of a Gabor system is still a Gabor system with only different lattices and the Fourier transform does not change the frame property of a given system. The same technique is still applicable for estimating the frame bound via the dual Gramian matrix. In fact, most existing frame bound estimators implicitly use the dual Gramian matrix built either by the window function or by the Fourier transform of the window function. Interested readers are referred to [40] for more details.
3.2. Duality principle for general systems. For the adjoint system of a given Gabor system, the key observation is that its pre-Gramian matrix is the adjoint matrix of the pre-Gramian matrix of the original Gabor system. Thus the Gramian matrix of the adjoint system is the dual Gramian matrix of the original Gabor system, which in turn leads to the duality principle. This observation inspires us with the definition of the adjoint system of a general system in a Hilbert space.

Definition 3.1. Let $X$ be a given system in a Hilbert space $\mathcal{H}$ and let $\mathcal{O}$ be an orthonormal basis of $\mathcal{H}$ such that (2.4) holds. Let $J_{X}$ be the pre-Gramian matrix of $X$ defined in (2.3) associated with $\mathcal{O}$. A system $Y$ in a Hilbert space $\mathcal{H}^{\prime}$ is called the adjoint system of $X$, if there exists an orthonormal basis $\mathcal{O}^{\prime}$ of $\mathcal{H}^{\prime}$ such that $Y$ and $\mathcal{O}^{\prime}$ satisfy (2.4) and the corresponding pre-Gramian matrix $J_{Y}$ of $Y$ associated with $\mathcal{O}^{\prime}$ is the adjoint matrix of the pre-Gramian matrix $J_{X}$ (up to unitary equivalence), i.e.

$$
\begin{equation*}
J_{Y}=V_{1} J_{X}^{*} V_{2} \tag{3.1}
\end{equation*}
$$

where $V_{1}$ and $V_{2}$ are two unitary operators.
The matrix relation (3.1) of the system $X$ and its adjoint system $Y$ can also be defined up to a complex conjugation since the characterization of Bessel, Riesz and frame property stays the same. For a given system $X$, there are many ways
to construct a pre-Gramian matrix that is the same as the synthesis operator up to unitary equivalence. The definition of the adjoint system can be adapted to any given pre-Gramian matrix of the synthesis operator of the given system, which leads to different ways to define an adjoint system. The following example shows that the R-dual sequence defined in [8] is indeed an adjoint system of a given system.

Example $3.2([8])$. Let $X:=\left\{f_{k}\right\}_{k \in \mathbb{N}}$ be a system in a Hilbert space $\mathcal{H}$ and let $\left\{e_{i}\right\}_{i \in \mathbb{N}}$ be an orthonormal basis of $\mathcal{H}$ such that (2.4) holds. Suppose $\left\{h_{k}\right\}_{k \in \mathbb{N}}$ is another orthonormal basis of $\mathcal{H}$ and define $Y:=\left\{g_{i}=\sum_{k \in \mathbb{N}}\left\langle f_{k}, e_{i}\right\rangle h_{k}\right\}_{i \in \mathbb{N}}$. Then $Y$ is indeed an adjoint system of $X$. Firstly, the system $Y$ satisfies (2.4) since

$$
\sum_{i \in \mathbb{N}}\left|\left\langle g_{i}, h_{k}\right\rangle\right|^{2}=\sum_{i \in \mathbb{N}}\left|\left\langle f_{k}, e_{i}\right\rangle\right|^{2}<\infty, \quad \text { for all } k \in \mathbb{N}
$$

Secondly, it is easy to see that

$$
J_{Y}=\left(\left\langle g_{i}, h_{k}\right\rangle\right)_{k, i}=\left(\left\langle f_{k}, e_{i}\right\rangle\right)_{k, i}=\overline{J_{X}^{*}} .
$$

Thus, the conclusion that $Y$ is an adjoint system of $X$.
The papers $[8,9]$ discussed whether the adjoint system of a Gabor system defined in [40] is an R-dual sequence. By our definition of the adjoint system via the preGramian matrix, the link between the two systems goes back to a relationship between the synthesis operator and the analysis operator. In short, the synthesis operator of the adjoint system is the analysis operator of the given system up to unitary equivalence. This is the essence of the duality principle. For Gabor systems, the relationship between the original system and its adjoint on the operators is reduced to the relationship between a matrix and its transpose by the fiberization technique for shift-invariant systems. From this viewpoint, the duality principle presented in this paper is more general.

By Definition 3.1 and Proposition 2.1, we can conclude that the original system is Bessel if and only if its adjoint system is Bessel; the original system is a frame if and only if its adjoint system is a Riesz sequence. Moreover, by Definition 3.1, we have the following two identities:

$$
\left\{\begin{array}{l}
G_{X}=J_{X}^{*} J_{X}=V_{1}^{*} J_{Y} V_{2}^{*} V_{2} J_{Y}^{*} V_{1}=V_{1}^{*} \tilde{G}_{Y} V_{1}, \\
\tilde{G}_{X}=J_{X} J_{X}^{*}=V_{2} J_{Y}^{*} V_{1} V_{1}^{*} J_{Y} V_{2}^{*}=V_{2} G_{Y} V_{2}^{*}
\end{array}\right.
$$

In other words, the dual Gramian matrix of a system is the Gramian matrix of its adjoint system counterpart up to unitary equivalence. Applying Proposition 2.3 to a given system $X$ and its adjoint system $Y$, we immediately have the duality principle between these two systems.

Theorem 3.3. Let $X$ be a given system in $\mathcal{H}$, and suppose that $Y$ is its adjoint system in $\mathcal{H}^{\prime}$ as defined in Definition 3.1. Then
(a) A system $X$ is Bessel in $\mathcal{H}$ if and only if its adjoint system $Y$ is Bessel in $\mathcal{H}^{\prime}$ with the same Bessel bound.
(b) A Bessel system $X$ is $\ell_{2}$-independent if and only if its adjoint system $Y$ is Bessel and fundamental.
(c) A system $X$ forms a frame in $\mathcal{H}$ if and only if its adjoint system $Y$ forms a Riesz sequence in $\mathcal{H}^{\prime}$. The frame bounds of $X$ coincide with the Riesz bounds of $Y$.
(d) A system $X$ forms a tight frame in $\mathcal{H}$ if and only if its adjoint system $Y$ forms an orthonormal sequence in $\mathcal{H}^{\prime}$.

Since the adjoint system of the adjoint system is the original system itself, the role of $X$ and $Y$ in the above theorem is inter-changable. The duality principle for the sequence pair in Example 3.2, i.e. the sequence $\left\{f_{k}\right\}_{k \in \mathbb{N}}$ and its R-dual sequence $\left\{g_{i}\right\}_{i \in \mathbb{N}}$ in [8], follows immediately from Theorem 3.3. Indeed, understanding the results in [8] from the viewpoint of dual Gramian analysis is one of the motivations of this paper. In Example 3.2, the Hilbert spaces of the original system and its adjoint system are the same. But the Hilbert space $\mathcal{H}^{\prime}$ might be different from $\mathcal{H}$ as we will see in the next example in a finite dimensional Hilbert space.

Example 3.4. Proceeding with Example 2.5, let $X:=\left\{f_{k}\right\}_{k=1}^{m} \subset \mathbb{C}^{n}$. The preGramian matrix is

$$
J_{X}=\left(\begin{array}{ccccc}
f_{1}(1) & \cdots & f_{k}(1) & \cdots & f_{m}(1) \\
\vdots & & \vdots & & \vdots \\
f_{1}(j) & \cdots & f_{k}(j) & \cdots & f_{m}(j) \\
\vdots & & \vdots & & \vdots \\
f_{1}(n) & \cdots & f_{k}(n) & \cdots & f_{m}(n)
\end{array}\right) .
$$

By Definition 3.1, the rows of $J_{X}$ form the adjoint system of $X$. Notice that the rows are the elements in $\mathbb{C}^{m}$, a space different from $\mathbb{C}^{n}$. The duality principle for the finite case can be understood in terms of matrix terminology. The columns are fundamental (equivalent to be a frame) if and only if the rows are linearly independent (equivalent to be a Riesz sequence). The columns form a tight frame if and only if the rows form an orthonormal sequence.

The observation in Example 3.4 can be used to introduce the duality principle for a shift-invariant system at each fiber. In such a case, the adjoint system of a shift-invariant system at each fiber is formed by the rows of the pre-Gramian matrix $\mathrm{J}(w)$ of the given column system on each $w \in \mathbb{T}^{d}$. In general, the collection of rows of the fibers might not be generated as the pre-Gamian of another shiftinvariant system. In other words, the adjoint system may not have a simple form. However, the dual Gramian analysis converts the analysis of frame properties by the whole system to the analysis on fibers. Such a weak form of duality principle is still of some interest. However, it is possible to find an adjoint system with explicit definition in certain cases, e.g. the adjoint system of a Gabor system is still a Gabor system as discussed in Section 3.1.

## 4. Unitary Extension Principle

The dual Gramian analysis, established for shift-invariant systems in [37], is used in [38] for studying wavelet frames. The main idea is to define a shift-invariant system from the given wavelet system, the so-called quasi-affine system. It is shown in [38] that the (tight) frame property of a wavelet system is equivalent to the (tight) frame property of its quasi-affine system counterpart. Thus, the dual Gramian analysis can be carried out for the quasi-affine system to obtain a complete characterization of (tight) frame property of its corresponding wavelet system in terms of its generators.

In [38], such a characterization of wavelet frames in terms of their generators via the dual Gramian analysis is applied to a special class of wavelet frames generated from a multiresolution analysis (MRA). Then, in some special cases, the huge dual Gramian matrix can be factorized through the MRA such that the dual Gramian
matrix is reduced to a finite order matrix in terms of the masks associated with the refinable function and wavelets. This leads to the so-called unitary extension principle (UEP) first presented in [38]. The UEP greatly simplifies the construction of tight wavelet frames, particularly for the univariate case. For example, using univariate B-splines of any order as the refinable functions, a family of B-spline tight wavelet frames is constructed in [38].

The UEP also reduces the study of the tight frame property of an entire wavelet system to the study of one-level perfect reconstruction property of discrete decomposition and reconstruction. Such a discrete property, in a sense, can be viewed as the tight frame property of a system formulated by the masks associated with the MRA wavelet system in $\ell_{2}\left(\mathbb{Z}^{d}\right)$. The dual Gramian analysis of such system in $\ell_{2}$ provided in this paper brings new insights into the UEP, and one of them is the connection between the UEP and the duality principle. This connection leads to a new construction scheme of multivariate tight wavelet frames from box splines with many desired properties. For example, the supports of the constructed wavelets are small, which are not larger than that of the associated refinable function in MRA. All wavelets are symmetric or anti-symmetric. The number of wavelets is relatively small compared to the number of wavelets obtained from the tensor product of univariate B-spline framelets in [38].

The 2 D tensor product of univariate B-spline wavelet frames has been widely used in many image restoration tasks, e.g., image inpainting [2, 19], image denoising [7, 44], image enhancement [30], and image deblurring [4, 5, 6]. The 3D tensor product of B-spline wavelet frames also has been used for 3D reconstruction task in electronic microscopy [33].

Interested readers are referred to [20, 43] for a detailed review of MRA-based tight wavelet frames and their applications. Moreover, as pointed out in [3], the widely used total variation based approach for image restorations can be approximated by a special case of the tight wavelet frame based approach. Using tensor product tight frames is convenient for the computation of frame decomposition/reconstruction, but it may be limited for certain applications in image processing since many types of images are non-separable multi-dimensional data. So far, the existing non-separable tight wavelet frames are not as widely used as the tensor product B-spline tight wavelet frames. One possible reason is that they lack certain desired properties including small support, symmetry/anti-symmetry, and relatively small number of wavelets. We hope that the examples of the multivariate box spline tight wavelet frames constructed in this paper will inspire some new applications that benefit from the nice properties of multivariate box spline tight wavelet frames.
4.1. Wavelet frames. A wavelet system $X \subset L_{2}\left(\mathbb{R}^{d}\right)$ is a collection of functions of the form

$$
\begin{equation*}
X=X(\Psi):=\bigcup_{k \in \mathbb{Z}} D^{k} E(\Psi) \tag{4.1}
\end{equation*}
$$

where $\Psi$ is a finite subset of $L_{2}\left(\mathbb{R}^{d}\right), E(\Psi)$ is the set of the integer translations of the functions in $\Psi$, and $D^{k}$ is the dilation operator $D^{k}: f \mapsto 2^{k d / 2} f\left(2^{k}.\right)$. Notice that wavelet systems are not shift-invariant, since the shift lattice becomes coarser for decreasing and negative dilation parameter $k$. In order to apply the dual Gramian analysis for shift-invariant systems established in [37], a quasi-affine
system is introduced in [38]. For a given wavelet system $X$, the quasi-affine system $X^{q}$ is a shift-invariant system generated by adding in $2^{-d k}-1$ functions

$$
E^{\gamma} D^{k} \psi(\cdot-j)
$$

at each dilation level $k<0$, and for each $\psi \in \Psi, j \in \mathbb{Z}^{d}$, where each entry of the non-zero $\gamma \subset \mathbb{Z}^{d}$ takes values in $\left\{0,1,2, \ldots, 2^{-k}-1\right\}$. The dual Gramian matrix of this shift-invariant system at $w \in \mathbb{T}^{d}$ is given by

$$
\begin{equation*}
\tilde{G}(w)=\left(\sum_{\psi \in \Psi} \sum_{k=\kappa(\alpha-\beta)}^{\infty} \hat{\psi}\left(2^{k}(w+\alpha) \overline{\hat{\psi}\left(2^{k}(w+\beta)\right)}\right)_{\alpha, \beta \in 2 \pi \mathbb{Z}^{d}}\right. \tag{4.2}
\end{equation*}
$$

where $\kappa$ denote the dyadic valuation

$$
\kappa: \mathbb{R}^{d} \rightarrow \mathbb{Z}^{d}: w \mapsto \inf \left\{k \in \mathbb{Z}: 2^{k} w \in 2 \pi \mathbb{Z}^{d}\right\}
$$

It is proven in [38] that the wavelet system $X$ is a frame if and only if the quasiaffine system $X^{q}$ is a frame and these two systems have the same frame bounds. Therefore, the frame property of the wavelet system $X$ is completely characterized by the dual Gramian matrix (4.2). Particularly, the wavelet system $X$ forms a tight frame if and only if the quasi-affine system $X^{q}$ forms a tight frame, i.e. the wavelet system $X$ is a tight frame if and only if $\tilde{G}(w)(\alpha, \beta)=\delta_{\alpha, \beta}$ for $\alpha, \beta \in 2 \pi \mathbb{Z}^{d}$. In fact, using the same method as Section 2.5 , we can obtain many wavelet frame bounds estimates via the dual Gramian matrix. Furthermore, the oversampling theory for the wavelet frame can also be obtained by the observation that the sub-matrix of the dual Gramian matrix of the wavelet system still preserves the same operator bounds as the dual Gramian matrix. Interested readers are referred to [38, 42] for more details.

When the wavelet system is generated by an MRA, the dual Gramian matrix defined in (4.2) can be factorized further through the MRA to a finite order matrix under some mild assumptions; see e.g. [38, Theorem 6.5] for a complete characterization of MRA-based tight wavelet frames. One special case of the characterization is the UEP. An MRA starts with a refinable function. Recall that a function $\phi \in L_{2}\left(\mathbb{R}^{d}\right)$ is called a refinable function if

$$
\begin{equation*}
\hat{\phi}(2 \cdot)=\hat{a}_{0} \hat{\phi} \tag{4.3}
\end{equation*}
$$

for some $a_{0} \in \ell_{2}\left(\mathbb{Z}^{d}\right)$ where $\hat{a}_{0}$ is the Fourier series of $a_{0}$. The sequence $a_{0}$ or its Fourier series $\hat{a}_{0}$ is called the refinement mask of $\phi$.

Let $V_{0}$ be the closed linear span of $E(\phi)$. Recall that the sequence of spaces $\left\{V_{k}=D^{k}\left(V_{0}\right), k \in \mathbb{Z}\right\}$ forms an MRA if (i) $V_{k} \subset V_{k+1}$; (ii) $\cup_{k} V_{k}$ is dense in $L_{2}\left(\mathbb{R}^{d}\right)$ and (iii) $\cap_{k} V_{k}=\{0\}$. If $\phi \in L_{2}\left(\mathbb{R}^{d}\right)$ is refinable and $\hat{\phi}$ is continuous at 0 with $\hat{\phi}(0) \neq 0$, then $\left\{V_{k}, k \in \mathbb{Z}\right\}$ forms an MRA (see e.g. [20]). With such an MRA in hand, the wavelets $\Psi:=\left\{\psi_{l}\right\}_{l=1}^{r} \subset L_{2}\left(\mathbb{R}^{d}\right)$ are then defined as

$$
\begin{equation*}
\hat{\psi}_{l}(2 \cdot)=\hat{a}_{l} \hat{\phi} \tag{4.4}
\end{equation*}
$$

for some $a_{l} \in \ell_{2}\left(\mathbb{Z}^{d}\right)$. The sequence $a_{l}$ or its Fourier series $\hat{a}_{l}$ is called the wavelet mask and the function $\psi_{l} \in \Psi$ is called a wavelet. For simplicity, we assume that the refinable function $\phi$ is compactly supported with $\hat{\phi}(0)=1$ and its masks are finitely supported. Interested readers are referred to [38] for the UEP under a weaker condition on the refinable function and the masks. The UEP of [38] for MRA tight wavelet frames is stated as follows.

Corollary 4.1 ([38]). Let $\phi$ be a compactly supported refinable function with $\hat{\phi}(0)=$ 1 and the refinement mask $a_{0}$ is finitely supported. Let $\Psi=\left\{\psi_{l}\right\}_{l=1}^{r}$ be the wavelets with finitely supported wavelet masks $\left\{a_{l}\right\}_{l=1}^{r}$. Denote $\hat{a}:=\left(\hat{a}_{l}\right)_{l=0}^{r=1}$. If a.e. $w \in \mathbb{R}^{d}$, and $\nu \in 2^{-1} \mathbb{Z}^{d} / \mathbb{Z}^{d}$,

$$
\sum_{l=0}^{r} \hat{a}_{l}(w) \overline{\hat{a}_{l}(w+2 \pi \nu)}=\delta_{\nu}
$$

then the wavelet system $X(\Psi)$ is a tight frame.
The UEP in Corollary 4.1 can be expressed by the unitary property of the matrix $H$ defined by the masks $\left\{a_{l}\right\}_{l=0}^{r}$ as
$(4.5) H(w):=\left(\begin{array}{llll}\hat{a}_{0}\left(w+2 \pi \nu_{1}\right) & \hat{a}_{1}\left(w+2 \pi \nu_{1}\right) & \ldots & \hat{a}_{r}\left(w+2 \pi \nu_{1}\right) \\ \hat{a}_{0}\left(w+2 \pi \nu_{2}\right) & \hat{a}_{1}\left(w+2 \pi \nu_{2}\right) & \ldots & \hat{a}_{r}\left(w+2 \pi \nu_{2}\right) \\ \vdots & \vdots & & \vdots \\ \hat{a}_{0}\left(w+2 \pi \nu_{N_{0}}\right) & \hat{a}_{1}\left(w+2 \pi \nu_{N_{0}}\right) & \ldots & \hat{a}_{r}\left(w+2 \pi \nu_{N_{0}}\right)\end{array}\right)$,
where $w \in \mathbb{T}^{d}$ and $\nu_{j} \in 2^{-1} \mathbb{Z}^{d} / \mathbb{Z}^{d}$ for $j=1,2, \ldots, N_{0}=2^{d}$. The UEP essentially says that a wavelet system $X(\Psi)$ is a tight frame system if $H(w) H^{*}(w)=I$ for a.e. $w \in \mathbb{T}^{d}$. In other words, for MRA tight wavelet frames, the huge dual Gramian matrix (4.2) is reduced to a finite order matrix $H$. In general, the dual Gramian matrix defined in (4.2) can be factorized through the MRA to a finite order matrix under some assumptions. In some special cases, it becomes $H(\cdot) H^{*}(\cdot)$ with some additional conditions. Interested readers are referred to [38] for more details.

In addition, the UEP condition also reduces the tight frame property of a wavelet system of infinitely many levels to the tight frame property of its masks in the space of $\ell_{2}$ sequences. In fact, the UEP condition for the tight wavelet frame is equivalent to the single-level perfect reconstruction property of the decomposition and reconstruction for sequences. We will elaborate it more in the next section.
4.2. UEP condition and dual Gramian analysis. The UEP condition given in Corollary 4.1 is expressed in terms of the wavelet masks in the Fourier domain, which actually can be viewed as the tight frame property of the masks in $\ell_{2}\left(\mathbb{Z}^{d}\right)$. For simplicity, we restrict to the case that all masks are finitely supported as we are only interested in constructing compactly supported tight wavelet frames. It is shown in $[13,24,26]$ that the condition of the UEP on the masks can be re-written as:

$$
\begin{equation*}
2^{d} \sum_{l=0}^{r} \sum_{k \in \mathbb{Z}^{d}} \overline{a_{l}(n+2 k+\ell)} a_{l}(2 k+\ell)=\delta_{n}, \text { for any } n, \ell \in \mathbb{Z}^{d} \tag{4.6}
\end{equation*}
$$

Next, we show that the condition (4.6) is also equivalent to the statement that the dual Gramian matrix of the system generated by the masks in $\ell_{2}\left(\mathbb{Z}^{d}\right)$ is the identity matrix. Such a view of the UEP condition provides a simple construction scheme of MRA tight wavelet frames.

Let $\mathcal{H}:=\ell_{2}\left(\mathbb{Z}^{d}\right)$. For a given set of finitely supported masks $a_{l} \in \mathcal{H}, l \in \mathbb{Z}_{r+1}:=$ $\{0,1, \ldots, r\}$, define the system

$$
\begin{equation*}
X:=\left\{f_{l, k}:=\left(2^{d / 2} a_{l}(n-2 k)\right)_{n \in \mathbb{Z}^{d}} \mid l \in \mathbb{Z}_{r+1}, k \in \mathbb{Z}^{d}\right\} \subset \mathcal{H} . \tag{4.7}
\end{equation*}
$$

Note that $X$ is generated by the 2-shifts of the given masks in $\mathcal{H}$ and $\mathcal{H}^{\prime}:=\ell_{2}(X)=$ $\ell_{2}\left(\mathbb{Z}_{r+1} \times \mathbb{Z}^{d}\right)$. The associated synthesis operator $T: \mathcal{H}^{\prime} \rightarrow \mathcal{H}$ is

$$
\begin{equation*}
T c=\sum_{l \in \mathbb{Z}_{r+1}} \sum_{k \in \mathbb{Z}^{d}} c(l, k) f_{l, k}=2^{d / 2} \sum_{l \in \mathbb{Z}_{r+1}} \sum_{k \in \mathbb{Z}^{d}} a_{l}(\cdot-2 k) c(l, k), \tag{4.8}
\end{equation*}
$$

for any $c \in \mathcal{H}^{\prime}$ and the analysis operator is

$$
\begin{equation*}
T^{*} v=\left\{\left\langle v, f_{l, k}\right\rangle\right\}_{(l, k) \in \mathbb{Z}_{r+1} \times \mathbb{Z}^{d}}, \text { for } v \in \mathcal{H} \tag{4.9}
\end{equation*}
$$

where

$$
\left(T^{*} v\right)(l, k)=2^{d / 2} \sum_{n \in \mathbb{Z}^{d}} \overline{a_{l}(n-2 k)} v(n), \text { for } l \in \mathbb{Z}_{r+1}, k \in \mathbb{Z}^{d}
$$

Let $\mathcal{O}$ be the canonical orthonormal basis of $\ell_{2}\left(\mathbb{Z}^{d}\right)$. Then the pre-Gramian matrix of the system $X$ is the $\mathbb{Z}^{d} \times\left(\mathbb{Z}_{r+1} \times \mathbb{Z}^{d}\right)$ matrix:

$$
\begin{equation*}
J_{X}:=\left(2^{d / 2} a_{l}(n-2 k)\right)_{n,(l, k)} . \tag{4.10}
\end{equation*}
$$

Hence the associated dual Gramian matrix is

$$
\begin{equation*}
\tilde{G}_{X}=J_{X} J_{X}^{*}=2^{d}\left(\sum_{l \in \mathbb{Z}_{r+1}} \sum_{k \in \mathbb{Z}^{d}} a_{l}(n-2 k) \overline{a_{l}\left(n^{\prime}-2 k\right)}\right)_{n, n^{\prime}} \tag{4.11}
\end{equation*}
$$

The UEP condition (4.6) is equivalent to that the dual Gramian matrix $\tilde{G}_{X}$ (4.11) is the identity matrix, which in turn is equivalent to that the system $X$ defined in (4.7) forms a tight frame for $\ell_{2}\left(\mathbb{Z}^{d}\right)$. In other words, if the system $X$ defined in (4.7) is a tight frame in $\ell_{2}\left(\mathbb{Z}^{d}\right)$, the underlying wavelet system $X(\Psi)$ generated by the wavelet masks $\left\{a_{l}\right\}_{l=1}^{r}$ forms a tight frame in $L_{2}\left(\mathbb{R}^{d}\right)$. In summary, for MRA tight wavelet frames, the UEP reduces the tight frame property of the system $X(\Psi)$ to the tight frame property of a much simpler system $X$ defined by (4.7). Such a connection between the UEP and the tight frame property of the system $X$ in $\ell_{2}\left(\mathbb{Z}^{d}\right)$ is also discussed in [24].

Notice that the analysis operator (4.9) represents the discrete wavelet decomposition algorithm through $J_{X}^{*}$ and the synthesis operator (4.8) represents the discrete wavelet reconstruction algorithm through $J_{X}$. The tight frame property of $X$ defined in (4.7) is equivalent to the perfect reconstruction property of the one-level discrete wavelet decomposition and reconstruction algorithms. The one-level perfect reconstruction property guarantees the tight frame property of the wavelet system $X(\Psi)$. This is the beauty of the UEP. Here we remark that although the UEP condition (4.6) guarantees that the system $X$ defined in (4.7) forms a tight frame for $\ell_{2}\left(\mathbb{Z}^{d}\right)$ and the wavelet system $X(\Psi)$ is a tight frame for $L_{2}\left(\mathbb{R}^{d}\right)$, it does not guarantee that the shifts of all elements in $\Psi$ form a tight frame in the space spanned by them.

Here is a simple observation on the connection between the UEP and the duality principle. A re-examination on the pre-Gramian (4.10) shows that its columns are the elements of $X$ defined in (4.7). If we define the rows of the pre-Gramian (4.10) as the adjoint system $Y \subset \mathcal{H}^{\prime}$ of $X$, then $X$ is a tight frame in $\mathcal{H}$ if and only if its adjoint system $Y$ is an orthonormal sequence in $\mathcal{H}^{\prime}$. This is the duality principle. On the other hand, when using the UEP to construct tight wavelet frames, the columns of $J_{X}(4.10)$ are unknown except for the ones determined by the refinement mask $a_{0}$. Thus, one construction scheme is to complete the pre-Gramian matrix $J_{X}$ by filling the missing columns generated by wavelet masks, so that all the columns of
$J_{X}$, i.e. the system $X$, form a tight frame in $\mathcal{H}$. However, as we will show next, sometimes it is easier to fill the missing entries which are related to the unknown wavelet masks in the rows so that all rows form an orthonormal sequence. In other words, we propose to construct a system satisfying the UEP condition (4.6) via constructing an adjoint system that forms an orthonormal sequence in $\mathcal{H}^{\prime}$. In the next section, we show how to use such an idea to construct multivariate tight wavelet frames in $L_{2}\left(\mathbb{R}^{d}\right)$.
4.3. Tight wavelet frame constructions via constant matrix completion. As discussed above, the UEP-based construction of a tight wavelet frame $X$ defined as in (4.7) is about completing the pre-Gramian matrix (4.10) with only $(0, n)$ columns available so that the columns of the completed pre-Gramian matrix form a tight frame in $\ell_{2}\left(\mathbb{Z}^{d}\right)$. From the definition of the pre-Gramian matrix (4.10), the adjoint system $Y \subset \mathcal{H}^{\prime}$ of the system $X \subset \mathcal{H}$ given in (4.7) is

$$
Y:=\left\{\left(2^{d / 2} a_{l}(n-2 k)\right)_{(l, k) \in \mathbb{Z}_{r+1} \times \mathbb{Z}^{d}} \mid n \in \mathbb{Z}^{d}\right\}
$$

The structure of the adjoint system $Y$ will be clearer by re-ordering the columns of the pre-Gramian matrix $J_{X}$ as follows. Based on the masks $\left\{a_{l}\right\}_{l=0}^{r}$, the columns of $J_{X}$ are re-ordered by grouping different $a_{l}$ 's (omitting the shift) together so that the pre-Gramian matrix $J_{X}$ is formed by shifts of a small block matrix given by

$$
\mathcal{A}=\left(\begin{array}{cccc}
a_{0}\left(n_{1}\right) & a_{0}\left(n_{2}\right) & \cdots & a_{0}\left(n_{N}\right)  \tag{4.12}\\
a_{1}\left(n_{1}\right) & a_{1}\left(n_{2}\right) & \cdots & a_{1}\left(n_{N}\right) \\
\vdots & \vdots & & \vdots \\
a_{r}\left(n_{1}\right) & a_{r}\left(n_{2}\right) & \cdots & a_{r}\left(n_{N}\right)
\end{array}\right)
$$

where $n_{i} \in \mathbb{Z}^{d}, i=1,2, \ldots, N$, is the coordinate that contains the support of masks $\left\{a_{l}\right\}_{l=0}^{r}$. Here we assume that all masks $\left\{a_{l}\right\}_{l=0}^{r}$ are finitely supported.

In the 1D case, by reordering the columns of $J_{X}$ or equivalently reordering the rows of $J_{X}^{*}$, the matrix $J_{X}^{*}$ can be expressed as a block-wise matrix generated by the even-integer shifts of the block matrix $\overline{\mathcal{A}}$, i.e.

$$
J_{X}^{*}(n, k)= \begin{cases}2^{d / 2} \overline{\mathcal{A}_{k-2 n}}, & 1 \leq|k-2 n| \leq N \\ 0, & \text { otherwise }\end{cases}
$$

where $\overline{\mathcal{A}_{j}}$ denotes the conjugate of the $j$-th column of the matrix $\mathcal{A}$. In other words, each block of the matrix $2^{-d / 2} J_{X}^{*}$ is the same as the block matrix $\overline{\mathcal{A}}$ shifted to the right by two columns:

$$
l\left(\begin{array}{cccccccccccccc}
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\ldots & \frac{\mathcal{A}_{1}}{1} & \overline{\mathcal{A}_{2}} & \frac{\mathcal{A}_{3}}{\mathcal{A}_{1}} & \frac{\mathcal{A}_{4}}{\mathcal{A}_{2}} & \frac{.}{\mathcal{A}_{3}} & \frac{\cdot}{\mathcal{A}_{4}} & \ldots & . & \overline{\mathcal{A}_{N}} & \frac{0}{\mathcal{A}_{N-1}} & \frac{0}{\mathcal{A}_{N}} & 0 & 0 \\
\ldots & 0 & 0 & \frac{\mathcal{A}_{1}}{\mathcal{A}_{2}} & \ldots & . & . & . & \frac{0}{\mathcal{A}_{N-1}} & \frac{0}{\mathcal{A}_{N}} & \ldots \\
\ldots & 0 & 0 & 0 & 0 & \frac{\mathcal{A}_{1}}{\mathcal{A}_{2}} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array}\right) .
$$

Thus, each element in $Y$, the adjoint system of $X$ defined in (4.7), is formed by concatenating different masks entries that lie in the same $2 \mathbb{Z}$-coset of an index $n$. It is also the same for the higher-dimensional case, i.e., each element in $Y$ is formed by concatenating different masks entries that lie in the same $2 \mathbb{Z}^{d}$-coset of an index $n$. The duality principle stated in Theorem 3.3, as well as the UEP, guarantees that the system $X$ is a tight frame if and only if the adjoint system $Y$ is an orthonormal
sequence. Thus, we can find the remaining masks $\left\{a_{l}\right\}_{l=1}^{r}$ that satisfy the UEP from a given mask $a_{0}$ by imposing some simple condition on the constant matrix $\mathcal{A}$ to ensure the adjoint system $Y$ satisfies the orthonormality condition.

Theorem 4.2. Let $\left\{a_{l}\right\}_{l=0}^{r}$ be a set of finitely supported masks and let $\mathcal{A}$ denote the matrix formed by $\left\{a_{l}\right\}_{l=0}^{r}$ as (4.12). Suppose that the columns of $\mathcal{A}$ are pairwise orthogonal and

$$
\begin{equation*}
\sum_{l=0}^{r} \sum_{n \in \Omega_{j}}\left|a_{l}(n)\right|^{2}=2^{-d} \tag{4.13}
\end{equation*}
$$

where $j \in \mathbb{Z}_{2}^{d}:=2 \mathbb{Z}^{d} / \mathbb{Z}^{d}$ and $\Omega_{j}=2 \mathbb{Z}^{d}+j$. Then, the masks $\left\{a_{l}\right\}_{l=0}^{r}$ satisfy the UEP condition (4.6).

Proof. For the case $n \neq 0$, we have

$$
2^{d} \sum_{l=0}^{r} \sum_{k \in \mathbb{Z}^{d}} \overline{a_{l}(n+2 k+\ell)} a_{l}(2 k+\ell)=2^{d} \sum_{k \in \mathbb{Z}^{d}} \sum_{l=0}^{r} \overline{a_{l}(n+2 k+\ell)} a_{l}(2 k+\ell)=0
$$

for any $\ell \in \mathbb{Z}^{d}$, since the columns of $\mathcal{A}$ are pairwise orthogonal. For the case $n=0$ and $\ell \in \mathbb{Z}_{2}^{d}$, we have
$\sum_{l=0}^{r} \sum_{k \in \mathbb{Z}^{d}} \overline{a_{l}(n+2 k+\ell)} a_{l}(2 k+\ell)=\sum_{l=0}^{r} \sum_{k \in \mathbb{Z}^{d}}\left|a_{l}(2 k+\ell)\right|^{2}=\sum_{l=0}^{r} \sum_{k \in \Omega_{\ell}}\left|a_{l}(k)\right|^{2}=2^{-d}$.

Inspired by Theorem 4.2, we propose a constant matrix completion scheme for constructing multivariate tight wavelet frames from box splines. Recall that the refinement mask from any box spline, denoted by $a_{0}$, has the following two properties: (i) all entries of $a_{0}$ are nonnegative; (ii) it satisfies

$$
\begin{equation*}
\sum_{n \in \Omega_{j}} a_{0}(n)=2^{-d} \tag{4.14}
\end{equation*}
$$

where $j \in \mathbb{Z}_{2}^{d}$ and $\Omega_{j}=\left(2 \mathbb{Z}^{d}+j\right) \cap \operatorname{supp}\left(a_{0}\right)$. The second property is equivalent to $\hat{a}_{0}(0)=1$ and $\hat{a}_{0}(j \pi)=0$ for $j \in \mathbb{Z}_{2}^{d} \backslash\{0\}$, which is a necessary condition to generate a tight framelet filter bank $\left\{a_{0} ; a_{1}, \ldots, a_{r}\right\}$ from such a refinement mask.

By Theorem 4.2, the construction of tight wavelet frames is reduced to the completion of the matrix $\mathcal{A}$ with the first row given by $a_{0}$. In the following, we present a matrix completion scheme for completing the matrix $\mathcal{A}$ provided that $a_{0}$ satisfies certain conditions.

Construction 4.3. Suppose we have a refinement mask $a_{0}$ with only nonnegative entries and satisfying (4.14).

- Step 1 (initialization): define the first row of the matrix $\mathcal{A}$ by collecting only non-zero entries of $a_{0}$.
- Step 2 (normalization): define a normalized vector $\tilde{a}_{0}$ with $\left\|\tilde{a}_{0}\right\|=1$ by taking the square root of all entries in the first row of $\mathcal{A}$.
- Step 3 (orthogonal matrix extension): construct an orthogonal matrix $\tilde{\mathcal{A}}$ with the first row being $\tilde{a}_{0}$.
- Step 4 (restoration): define the matrix $\mathcal{A}$ by multiplying each column of $\tilde{\mathcal{A}}$ with the first entry of the corresponding column.

Remark 4.1. (1) Construction 4.3 is a special way to construct an adjoint system $Y$ of the original system $X$ generated by the masks $a_{0}$, which is inspired from the connection between the idea of the duality principle and the idea of UEP. There is a lot of freedom to construct an orthogonal matrix with only its first row provided, which allows us to construct wavelet masks with desired properties. For example, if the refinement mask $a_{0}$ has certain symmetry properties, one may impose extra symmetry conditions on the matrix extension to generate wavelet masks with the same symmetries, as we will see later. (2) Construction 4.3 is only one possible scheme to obtain a matrix $\mathcal{A}$ that satisfies the conditions specified in Theorem 4.2. One may consider a matrix $\mathcal{A}$ with more rows than columns such that there are more wavelets. Construction 4.3 contains the minimal number of wavelet masks among all the possible constructions using Theorem 4.2.

Theorem 4.4. Let $a_{0}$ of finite support be the refinement mask of a refinable function $\phi \in L_{2}\left(\mathbb{R}^{d}\right)$ with convex compact support that generates an MRA. Assume that the entries of $a_{0}$ are all non-negative and $a_{0}$ satisfies (4.14). Let $m$ denotes the number of positive entries of $a_{0}$ and let $\left\{a_{l}\right\}_{l=1}^{m-1}$ denote second to the last row of the matrix $\mathcal{A}$ constructed by Construction 4.3. Then the masks $\left\{a_{l}\right\}_{l=0}^{m-1}$ satisfy the UEP condition (4.6), and the wavelet system $X(\Psi)$ generated by the corresponding wavelets $\Psi=\left\{\psi_{l}\right\}_{l=0}^{m-1}$ forms a tight frame in $L_{2}\left(\mathbb{R}^{d}\right)$. Moreover, we have $\operatorname{supp}\left(a_{l}\right) \subset$ $\operatorname{supp}\left(a_{0}\right)$ and $\operatorname{supp}\left(\psi_{l}\right) \subset \operatorname{supp}(\phi)$ for $i=1, \ldots, m-1$.

Proof. By Construction 4.3, we complete a square matrix with the first row taken by the refinement mask. Thus, exactly $m-1$ masks are generated from the remaining rows and their supports satisfy $\operatorname{supp}\left(a_{l}\right) \subset \operatorname{supp}\left(a_{0}\right) \subset \operatorname{supp}(\phi)$ for $l=1, \ldots, m-1$. Since $\operatorname{supp}(\phi)$ is convex, hence $\operatorname{supp}(\phi(2 \cdot+k)) \subset \frac{1}{2} \operatorname{supp}(\phi)+\frac{1}{2} \operatorname{supp}(\phi) \subset \operatorname{supp}(\phi)$ for $k \in \operatorname{supp}\left(a_{0}\right)$. By the equivalent form of (4.4) in real domain, i.e. $\psi_{l}(\cdot)=$ $2^{d} \sum_{k \in \mathbb{Z}^{d}} a_{l}[k] \phi(2 \cdot+k)$, we have $\operatorname{supp}\left(\psi_{l}\right) \subset \operatorname{supp}(\phi)$.

The orthogonality of the columns of $\mathcal{A}$ is guaranteed by Step 3 and Step 4 . Moreover, we have

$$
\sum_{l=0}^{m-1} \sum_{n \in \Omega_{j}}\left|a_{l}(n)\right|^{2}=\sum_{l=0}^{m-1} \sum_{n \in \Omega_{j}} a_{0}(n)\left|\tilde{a}_{l}(n)\right|^{2}=\sum_{n \in \Omega_{j}} a_{0}(n)=2^{-d}
$$

where the assumption of the entries $a_{0}$ to be nonnegative is used. According to Theorem 4.2, the masks $\left\{a_{l}\right\}_{l=0}^{m-1}$ generated by Construction 4.3 satisfy the UEP (4.6). Thus, by the UEP, the wavelet system $X(\Psi)$ generated by the wavelets defined from these wavelet masks forms a tight wavelet frame in $L_{2}\left(\mathbb{R}^{d}\right)$.

In the existing construction schemes, the construction of a compactly supported tight wavelet frame from a given refinement mask is reduced to a problem of completing a unitary matrix with trigonometric polynomial entries. In contrast, Construction 4.3 is only a problem of completing a constant matrix. As a result, the construction of tight wavelet frames is greatly simplified in our scheme. Such a simplification is very helpful to the construction of multivariate tight wavelet frames from box splines with desired properties, as we will show in the next section.
4.4. Multivariate tight wavelet frames from box splines. The construction of univariate tight wavelet frames using B-spline functions has been extensively studied during the last decades. The Fourier transform of the (centered) B-spline
function of order $m \in \mathbb{N}$, denoted by $B_{m}$, is

$$
\hat{B}_{m}(w)=e^{-i j w / 2}\left(\frac{\sin (w / 2)}{w / 2}\right)^{m}
$$

where $j=0$ when $m$ is even and $j=1$ when $m$ is odd. The B -spline function $B_{m} \in$ $C^{m-2}$ is a refinable function with the refinement mask $\hat{a}_{0}(w)=e^{-i j w / 2} \cos ^{m}(w / 2)$.

Using the UEP of [38], in total $m$ wavelets are constructed for the B-spline function $B_{m}$ and their wavelet masks are

$$
\hat{a}_{\ell}(w)=-i^{\ell} e^{-i j w / 2} \sqrt{\binom{m}{\ell}} \sin ^{\ell}(w / 2) \cos ^{m-\ell}(w / 2), \quad \ell=1,2, \ldots, m
$$

These wavelets have exactly the same support as that of the refinable splines, the number of wavelets is one less than the number of the nonzero coefficients in the refinement mask, and the wavelets are either symmetric or anti-symmetric.

There have been some other methods proposed to construct univariate tight wavelet frames from B-splines. By using the UEP and trigonometric polynomial matrix completion, the construction given by [13] can have only two wavelets for Bsplines of any order, and have three if certain symmetry is imposed on the wavelets. Independent of which method or which spline function is used, the approximation order of the truncated tight wavelet frames constructed by the UEP from B-splines is never greater than two. To construct spline tight wavelet frame of better approximation order, it led to the discovery of the oblique extension principle (OEP), independently discovered in [17] and [15]. By using the OEP, spline tight wavelet frames with two or three wavelets are constructed in [17] with better approximation orders than the ones constructed from the UEP. In [29, 28, 27], interesting examples of symmetric tight wavelet frames with two or three wavelets are constructed by splitting a matrix of Laurant polynomials with symmetry. Further discussions on constructing univariate tight wavelet frames with symmetric or anti-symmetric filter banks are provided in $[23,25]$ with emphasis on complex-valued tight frames.

The construction of non-separable tight wavelet frames by using refinable box splines first appeared in [34, 35], where exponentially decaying orthogonal wavelets are constructed. After the UEP was introduced, compactly supported tight wavelet frames from box splines are first constructed in [41]. The methods provided in [41] are applicable in general to box splines of any order, however, the support of the constructed wavelet can be large. There are also a few other construction schemes of tight wavelet frames from box splines; see e.g. [14, 22, 32, 10]. Interested readers are referred to these papers and references therein for more details. The main challenge in these construction schemes is the completion of a trigonometric polynomial matrix from one single row such that the matrix satisfies the UEP condition. By considering the case of non-negative refinement masks, a fully local construction scheme of tight frames is proposed in [12], in which the problem of polynomial matrix completion is simplified to a problem of constant matrix factorization. In other words, the construction scheme proposed in [12] only requires factorizing a positive definite constant matrix $\mathcal{R}$ by $\mathcal{R}=Q Q^{\top}$.

Compared to those methods using trigonometric polynomial matrix completion, Construction 4.3 only needs to complete a constant matrix. Thus, it provides more flexibilities in the construction of wavelets. Indeed, we can construct multivariate wavelet frames from box splines with the same properties as their univariate
counterpart, although they do not have a unified explicit formula. The matrix factorization based method [12] is the closest one to Construction 4.3 as both only need to work with constant matrices. However, these two approaches are conceptually different. The approach proposed in [12] studied the structure of the UEP expressed by a trigonometric polynomial matrix, and converted the polynomial matrix completion problem to a matrix factorization problem. In contrast, Construction 4.3 is based on the intrinsic connection between the duality principle and the UEP, which leads to a constant matrix completion approach of constructing tight wavelet frames. Based on the same connection, we can also construct wavelet bi-frames in a scheme similar to Construction 4.3; see [21] for more details.

In summary, all multivariate wavelet frames constructed by Construction 4.3 have the following properties: the supports of wavelets are not larger than that of the box spline, wavelets and their masks are either symmetric or anti-symmetric, and the number of wavelets constructed is one less than the number of nonzero coefficients of the refinement mask. The last property implies that the number of wavelets is smaller than that of the tensor product of the univariate spline wavelets and the support of each wavelet is smaller as well. Such a property is attractive when applied on high-dimensional image data.

Given a set of directions $\left\{\xi_{j}\right\}_{j=1}^{n} \subset \mathbb{Z}^{d}$ with multiplicity $m_{j}$ for each $\xi_{j}$, the Fourier transform of the box spline $\phi$ associated with the given directions is defined by

$$
\hat{\phi}(w)=\prod_{j=1}^{n}\left(\frac{1-e^{-i \xi_{j} \cdot w}}{i \xi_{j} \cdot w}\right)^{m_{j}}
$$

Let $L$ be the minimal number of directions $\left\{\xi_{j_{k}}\right\}_{k=1}^{L}$ whose removal from this set cannot span $\mathbb{R}^{d}$ anymore. Then the corresponding box spline $\phi \in C^{L-2}\left(\mathbb{R}^{d}\right)$. The box spline $\phi$ is refinable and the refinement mask is given by

$$
\hat{a}_{0}(w)=\prod_{j=1}^{n}\left(\frac{1+e^{-i \xi_{j} \cdot w}}{2}\right)^{m_{j}}
$$

Interested readers are referred to [1] for a detailed introduction to box splines.
Example 4.5. Consider the linear bivariate box spline with the following three directions:

$$
\left\{\xi_{1}, \xi_{2}, \xi_{3}\right\}=\left\{(1,0)^{\top},(0,1)^{\top},(1,1)^{\top}\right\} .
$$

The multiplicity is 1 for each direction. The graph of the function is plotted in (a) of Figure 1. The refinement mask of this box spline is

$$
a_{0}=\frac{1}{8}\left[\begin{array}{lll}
1 & 1 &  \tag{4.15}\\
1 & 2 & 1 \\
& 1 & 1
\end{array}\right]
$$

with empty entries to be 0 . Construction 4.3 gives the following six wavelet masks:

$$
\begin{array}{ccc}
\frac{1}{8}\left[\begin{array}{rrr}
-1 & -1 & \\
1 & 2 & 1 \\
& -1 & -1
\end{array}\right], & \frac{1}{8}\left[\begin{array}{rrr}
1 & -1 & \\
-1 & 2 & -1 \\
& -1 & 1
\end{array}\right], \quad \frac{1}{8}\left[\begin{array}{lll}
-1 & 1 & \\
-1 & 2 & -1 \\
& 1 & -1
\end{array}\right], \\
\frac{\sqrt{3}}{12}\left[\begin{array}{rrr}
-1 & -1 & \\
1 & 0 & -1 \\
& 1 & 1
\end{array}\right], & \frac{\sqrt{6}}{24}\left[\begin{array}{rrr}
1 & 1 & \\
2 & 0 & -2 \\
& -1 & -1
\end{array}\right], & \frac{\sqrt{2}}{8}\left[\begin{array}{rrr}
1 & -1 & \\
0 & 0 & 0 \\
& 1 & -1
\end{array}\right] .
\end{array}
$$



Figure 1. Graphs of refinable box splines used in the constructions: (a) the box spline in Example 4.5; (b) the box spline in Example 4.6; (c) the box spline in Example 4.7.


Figure 2. Graphs of the six wavelets constructed from box spline of three directions with multiplicity one in Example 4.5

See Figure 2 for the graphs of the six corresponding wavelets. It is seen that the supports of the wavelet masks (wavelets resp.) are not larger than the support of the refinement mask (box spline resp.). All wavelets are either symmetric or antisymmetric. In comparison, the number of bivariate wavelets obtained by the tensor product of linear B-spline wavelets in [38] is eight and they have larger support. The number of bivariate wavelets constructed in [14] is seven and their supports are the same as the support of box spline. In comparison, there are six wavelets in the construction of [32], and seven or six wavelets with the same support as the box spline in the construction of [12].

Example 4.6. Consider the box spline with the following three directions

$$
\left\{\xi_{1}, \xi_{2}, \xi_{3}\right\}=\left\{(1,0)^{\top},(0,1)^{\top},(1,1)^{\top}\right\}
$$



Figure 3. Graphs of the six wavelets constructed from box spline of three directions with multiplicity two in Example 4.6

The multiplicity is 2 for each direction. The graph of the function is plotted in (b) of Figure 1. The refinement mask is

$$
a_{0}=\frac{1}{64}\left[\begin{array}{rrrrr}
1 & 2 & 1 & &  \tag{4.16}\\
2 & 6 & 6 & 2 & \\
1 & 6 & 10 & 6 & 1 \\
& 2 & 6 & 6 & 2 \\
& & 1 & 2 & 1
\end{array}\right]
$$

Construction 4.3 gives 18 wavelet masks; see Table 1 for their explicit expressions. The supports of all wavelets are not larger than that of the underlying refinable box spline. All wavelets are either symmetric or anti-symmetric. See Figure 3 for the plots of the first six wavelets. The same box spline is also used in [32] to generate seven wavelets, whose explicit expressions are provided in [11].

Example 4.7. Consider the bivariate box spline in $\mathbb{R}^{2}$ with the following four directions:

$$
\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right)=\left\{(0,1)^{\top},(1,0)^{\top},(1,1)^{\top},(1,-1)^{\top}\right\}
$$

The multiplicity is 1 for each direction. The graph of the function is plotted in (c) of Figure 1. The refinement mask is

$$
a_{0}=\frac{1}{16}\left[\begin{array}{cccc} 
& 1 & 1 &  \tag{4.17}\\
1 & 2 & 2 & 1 \\
1 & 2 & 2 & 1 \\
& 1 & 1 &
\end{array}\right] .
$$

See Table 2 for the eleven wavelet masks constructed by Construction 4.3. See Figure 4 for the graphs of the first six wavelets. Again, the supports of all wavelets are not larger than the support of the underlying box spline and have various symmetries. Using the same bivariate box spline, 15 wavelets are constructed using the method proposed in [14] and six wavelets with larger support are constructed using the method in [32].


Figure 4. Graphs of five wavelets constructed from box spline of four directions with multiplicity one in Example 4.7

Example 4.8. Consider the refinable function the box spline in $\mathbb{R}^{3}$ with the following four directions:

$$
\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right)=\left\{(1,0,0)^{\top},(0,1,0)^{\top},(0,0,1)^{\top},(1,1,1)^{\top}\right\}
$$

The multiplicity is 1 for each direction. The refinement mask is

$$
a_{0}=\frac{1}{16}\left[\begin{array}{ll|lll|ll}
1 & 1 & 1 & 1 & & &  \tag{4.18}\\
1 & 1 & 1 & 2 & 1 & 1 & 1 \\
& & & 1 & 1 & 1 & 1
\end{array}\right]
$$

The above matrix is the 3D matrix aligned slice by slice by the $x$-coordinate. Construction 4.3 gives 14 wavelets; see Table 3 for their explicit expressions. When using the tensor product of univariate wavelets to construct trivariate wavelets, e.g. linear B-spline and its two wavelets, it will produce totally 26 wavelets. As a comparison, only 14 wavelets are produced with their supports no larger than the support of the box spline. The reduced number of wavelets and the relative small support of wavelet masks could benefit the applications of tight wavelet frames in high-dimensional data, in terms of both computational efficiency and memory utilization efficiency.
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