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#### Abstract

We derive rigorously the reduced dynamical law for quantized vortex dynamics of the nonlinear Schrödinger equation on the torus with non-vanishing momentum when the vortex core size $\varepsilon \rightarrow 0$. The reduced dynamical law is governed by a Hamiltonian flow driven by a renormalized energy. A key ingredient is to construct a new canonical harmonic map to include the effect from the non-vanishing momentum into the dynamics. Finally, some properties of the reduced dynamical law are discussed. © 2023 Elsevier B.V. All rights reserved.


## 1. Introduction

In this paper, we study quantized vortex dynamics of the nonlinear Schrödinger equation (NLSE) on the torus [1,2]:

$$
\begin{align*}
& i \partial_{t} u^{\varepsilon}(\boldsymbol{x}, t)-\Delta u^{\varepsilon}(\boldsymbol{x}, t) \\
& \quad+\frac{1}{\varepsilon^{2}}\left(\left|u^{\varepsilon}(\boldsymbol{x}, t)\right|^{2}-1\right) u^{\varepsilon}(\boldsymbol{x}, t)=0, \quad \boldsymbol{x} \in \mathbb{T}^{2}, t>0, \tag{1.1}
\end{align*}
$$

with initial data
$u^{\varepsilon}(\boldsymbol{x}, 0)=u_{0}^{\varepsilon}(\boldsymbol{x}), \quad \boldsymbol{x} \in \mathbb{T}^{2}$,
where $t$ is the time variable, $\mathbb{T}^{2}=(\mathbb{R} / \mathbb{Z}) \times(\mathbb{R} / \mathbb{Z})$ is the unit torus, $\boldsymbol{x}=(x, y)^{T}$ is the spatial coordinate, $u^{\varepsilon}:=u^{\varepsilon}(\boldsymbol{x}, t)$ is a complex-valued wave function or order parameter, $0<\varepsilon \ll 1$ is a dimensionless parameter which is used to characterize the core size of quantized vortices, and $u_{0}^{\varepsilon}:=u_{0}^{\varepsilon}(\boldsymbol{x})$ is a given initial data. It is well-known that the $\operatorname{NLSE}(1.1)$ conserves the mass defined as [3]
$M\left(u^{\varepsilon}(t)\right):=\int_{\mathbb{T}^{2}}\left|u^{\varepsilon}(\boldsymbol{x}, t)\right|^{2} d \boldsymbol{x} \equiv \int_{\mathbb{T}^{2}}\left|u_{0}^{\varepsilon}(\boldsymbol{x})\right|^{2} d \boldsymbol{x}:=M\left(u_{0}^{\varepsilon}\right), \quad t \geq 0 ;$

[^0]the momentum defined as [1,3,4]
\[

$$
\begin{align*}
\boldsymbol{Q}\left(u^{\varepsilon}(t)\right) & :=\int_{\mathbb{T}^{2}} \boldsymbol{j}\left(u^{\varepsilon}(\boldsymbol{x}, t)\right) d \boldsymbol{x} \equiv \int_{\mathbb{T}^{2}} \boldsymbol{j}\left(u_{0}^{\varepsilon}(\boldsymbol{x})\right) d \boldsymbol{x} \\
& =\boldsymbol{Q}\left(u_{0}^{\varepsilon}\right):=\mathbf{Q}_{0}^{\varepsilon} \quad t \geq 0 ; \tag{1.4}
\end{align*}
$$
\]

and the energy defined as [1,3,4]
$E\left(u^{\varepsilon}(t)\right):=\int_{\mathbb{T}^{2}} e\left(u^{\varepsilon}(\boldsymbol{x}, t)\right) \mathrm{d} \boldsymbol{x} \equiv \int_{\mathbb{T}^{2}} e\left(u_{0}^{\varepsilon}(\boldsymbol{x})\right) \mathrm{d} \boldsymbol{x}=E\left(u_{0}^{\varepsilon}\right), \quad t \geq 0$.

Here we adopt the notations, for any complex-valued function $v(\boldsymbol{x}): \mathbb{T}^{2} \rightarrow \mathbb{C}$, its corresponding current $\boldsymbol{j}(v)$, energy density $e(v)$ and Jacobian $J(v)$ are defined as
$\boldsymbol{j}(v):=\operatorname{Im}(\bar{v} \nabla v), \quad e(v):=\frac{1}{2}|\nabla v|^{2}+\frac{1}{4 \varepsilon^{2}}\left(1-|v|^{2}\right)^{2}$,
$J(v)=\frac{1}{2} \nabla \cdot(\mathbb{J} \boldsymbol{j}(v))=\operatorname{Im}\left(\partial_{x} \bar{v} \partial_{y} v\right)$,
where $\bar{v}$ and $\operatorname{Im}(v)$ denote the complex conjugate and imaginary part of the function $v$, respectively, and $\mathbb{J}$ is a symplectic matrix given as
$\mathbb{J}=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$.
The NLSE (1.1), also known as the Gross-Pitaevskii equation (GPE) [5,6], has been widely used as a phenomenological
model for superfluidity, such as liquid helium [3,7,8] and BoseEinstein condensation [6]. A key signature of superfluidity is the appearance of quantized vortices which are particle-like or topological defects. Quantized vortices in two dimensions are those particle-like defects whose centers are zeros of the order parameter or wave function, possessing localized phase singularity with the topological charge (also known as winding number, index, or circulation) being quantized. They have been widely observed in many different physical systems, such as liquid Helium, atomic gases, nonlinear optics and type-II superconductors [7,9, 10]. Their study remains one of the most important and fundamental problems since they were predicted by Lars Onsager in 1947 in connection with superfluid Helium.

Several analytical and numerical studies have dealt with quantized vortex states of the NLSE (1.1) and their interactions as well as the reduced dynamical laws of quantized vortex lattice when $\varepsilon \rightarrow 0$ [11-13]. For results in the whole space $\mathbb{R}^{2}$ or on bounded domains with either Dirichlet or homogeneous Neumann boundary conditions, we refer to $[1,3-5,14-24]$ and references therein. Based on mathematical analysis and numerical simulation results [12,24-26], for a quantized vortex with winding number $m$, when $m= \pm 1$, it is dynamically (or structurally) stable; and when $|m|>1$, it is unstable.

For the NLSE (1.1) on the torus, due to the periodic-type boundary condition, there can exist several isolated and distinct quantized vortices in the initial data $u_{0}^{\varepsilon}:=u_{0}^{\varepsilon}(\boldsymbol{x})$, while the winding number of each quantized vortex is either +1 or -1 [1]. It is well-known in the literature that the total number of quantized vortices in the initial data has to be an even integer and half of them with winding number +1 and the other half of them with winding number -1 [1]. We assume that in $u_{0}^{\varepsilon}$ there are $2 N(N \in \mathbb{N})$ isolated and distinct quantized vortices whose centers are located at $\boldsymbol{a}_{1}^{0, \varepsilon}, \boldsymbol{a}_{2}^{0, \varepsilon}, \ldots, \boldsymbol{a}_{2 N}^{0, \varepsilon} \in \mathbb{T}^{2}$ with winding number $d_{1}, d_{2}, \ldots, d_{2 N} \in\{ \pm 1\}$, respectively. Without loss of generality, we assume
$d_{1}=\cdots=d_{N}=1$,
$d_{N+1}=\cdots=d_{2 N}=-1, \quad \boldsymbol{a}_{j}^{0, \varepsilon} \neq \boldsymbol{a}_{k}^{0, \varepsilon}, \quad 1 \leq j \neq k \leq 2 N$.

Assume
$\boldsymbol{a}_{j}^{0}:=\lim _{\varepsilon \rightarrow 0} \boldsymbol{a}_{j}^{0, \varepsilon}, \quad 1 \leq j \leq 2 N$.
Then one has
$\boldsymbol{Q}_{0}:=\lim _{\varepsilon \rightarrow 0} \boldsymbol{Q}\left(u_{0}^{\varepsilon}\right)=2 \pi \mathbb{J} \sum_{j=1}^{2 N} d_{j} \boldsymbol{a}_{j}^{0}=2 \pi \mathbb{J}\left[\sum_{j=1}^{N} \boldsymbol{a}_{j}^{0}-\sum_{j=1}^{N} \boldsymbol{a}_{N+j}^{0}\right]$.

Under the assumption of the vanishing momentum of the initial data, i.e.
$\boldsymbol{a}_{j}^{0} \neq \boldsymbol{a}_{k}^{0}, \quad 1 \leq j \neq k \leq 2 N, \quad \boldsymbol{Q}_{0}=\lim _{\varepsilon \rightarrow 0} \boldsymbol{Q}_{0}^{\varepsilon}=\mathbf{0} \in \mathbb{R}^{2}$,
and
$J\left(u_{0}^{\varepsilon}\right) \xrightarrow{\varepsilon \rightarrow 0^{+}} \pi \sum_{j=1}^{2 N} d_{j} \delta_{a_{j}^{0}}$ in $W^{-1,1}\left(\mathbb{T}^{2}\right):=\left[W^{1, \infty}\left(\mathbb{T}^{2}\right)\right]^{\prime}$,
with $\delta(\boldsymbol{x})$ the Dirac delta function and $\delta_{\boldsymbol{a}_{j}^{0}}:=\delta_{\boldsymbol{a}_{j}^{0}}(\boldsymbol{x})$ defined as $\delta_{\boldsymbol{a}_{j}^{0}}(\boldsymbol{x})=\delta\left(\boldsymbol{x}-\boldsymbol{a}_{j}^{0}\right)$ for $1 \leq j \leq 2 N$, Colliander and Jerrard [1] established the reduced dynamical law of quantized vortex of the $\operatorname{NLSE}$ (1.1) with (1.2) when $\varepsilon \rightarrow 0$ : for $t \geq 0$, there exists the $j$ th vortex path, denoted as $\boldsymbol{a}_{j}^{\varepsilon}(t)$ satisfying $\boldsymbol{a}_{j}^{\varepsilon}(0)=\boldsymbol{a}_{j}^{0, \varepsilon}$, in
the solution $\boldsymbol{u}^{\varepsilon}(\boldsymbol{x}, t)$ of the $\operatorname{NLSE}$ (1.1) originated from $\boldsymbol{a}_{j}^{0, \varepsilon}$, for $j=1, \ldots, 2 N$. Denote
$\boldsymbol{a}_{j}:=\boldsymbol{a}_{j}(t):=\lim _{\varepsilon \rightarrow 0} \boldsymbol{a}_{j}^{\varepsilon}(t), \quad j=1, \ldots, 2 N$,
$\boldsymbol{a}:=\boldsymbol{a}(t)=\left(\boldsymbol{a}_{1}(t), \ldots, \boldsymbol{a}_{2 N}(t)\right)^{T} \in\left(\mathbb{T}^{2}\right)_{*}^{2 N}$,

$$
\begin{equation*}
t \geq 0 \tag{1.12}
\end{equation*}
$$

with

$$
\begin{align*}
\left(\mathbb{T}^{2}\right)_{*}^{2 N}:= & \left\{\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{2 N}\right)^{T} \in\left(\mathbb{T}^{2}\right)^{2 N} \mid\right. \\
& \left.\boldsymbol{a}_{k} \neq \boldsymbol{a}_{m} \text { for any } 1 \leq k \neq m \leq 2 N\right\} . \tag{1.13}
\end{align*}
$$

Then when $\varepsilon \rightarrow 0, \boldsymbol{a}(t)$ satisfies the following reduced dynamical law:
$\dot{\boldsymbol{a}}_{j}=-d_{j} \frac{1}{\pi} \mathbb{J} \nabla_{\boldsymbol{a}_{j}} W(\boldsymbol{a})=2 \mathbb{J} \sum_{1 \leq k \leq 2 N, k \neq j} d_{k} \nabla F\left(\boldsymbol{a}_{j}-\boldsymbol{a}_{k}\right), \quad 1 \leq j \leq 2 N$,
with initial data
$\boldsymbol{a}_{j}(0)=\boldsymbol{a}_{j}^{0}, \quad 1 \leq j \leq 2 N ;$
where $W(\boldsymbol{a})$ is the renormalized energy defined as
$W(\boldsymbol{a})=-\pi \sum_{1 \leq k \neq m \leq 2 N} d_{k} d_{m} F\left(\boldsymbol{a}_{k}-\boldsymbol{a}_{m}\right)$,
with $F \in C_{\text {loc }}^{\infty}\left(\mathbb{T}^{2} \backslash\{\mathbf{0}\}\right) \cap W^{1,1}\left(\mathbb{T}^{2}\right)$ the solution of
$\Delta F(\boldsymbol{x})=2 \pi(\delta(\boldsymbol{x})-1), \boldsymbol{x} \in \mathbb{T}^{2}, \quad$ with $\quad \int_{\mathbb{T}^{2}} F(\boldsymbol{x}) d \boldsymbol{x}=0$.
By (1.9), the vanishing momentum assumption used in [1], i.e. $\mathbf{Q}_{0}=\mathbf{0}$, is equivalent to
$\mathbf{0}=\sum_{j=1}^{2 N} d_{j} \boldsymbol{a}_{j}^{0}=\sum_{j=1}^{N} \boldsymbol{a}_{j}^{0}-\sum_{j=1}^{N} \boldsymbol{a}_{N+j}^{0}$.
Thus the vanishing momentum assumption is equivalent to the assumption that the positive mass center is the same as the negative mass center, i.e.
$\boldsymbol{a}_{+}^{0}=\boldsymbol{a}_{-}^{0}, \quad$ with $\quad \boldsymbol{a}_{+}^{0}:=\frac{1}{N} \sum_{j=1}^{N} \boldsymbol{a}_{j}^{0}, \quad \boldsymbol{a}_{-}^{0}:=\frac{1}{N} \sum_{j=N+1}^{2 N} \boldsymbol{a}_{j}^{0}$.

From (1.10) and (1.19), one gets that $N \geq 2$, i.e. $2 N \geq 4$, since $\boldsymbol{a}_{+}^{0} \neq \boldsymbol{a}_{-}^{0}$ when $N=1$. In other words, the reduced dynamical law for the NLSE (1.1) obtained in Colliander and Jerrard [1] only works for the case when the initial data $u_{0}^{\varepsilon}$ admits $2 N$ ( $N \geq$ 2, i.e. 4 or more) vortices with their centers satisfying proper symmetry requirement as stated in (1.19). Clearly, the requirement (1.19) on the initial data $u_{0}^{\varepsilon}$ excludes the non-vanishing momentum initial data, i.e. $\boldsymbol{Q}_{0}=\lim _{\varepsilon \rightarrow 0} \mathbf{Q}_{0}^{\varepsilon} \neq \mathbf{0}$, which includes two different cases: (i) $N=1$, i.e. two vortices; and (ii) $N \geq 2$ and $\boldsymbol{a}_{+}^{0} \neq \boldsymbol{a}_{-}^{0}$. For the convenience of readers, Fig. 1 shows some typical initial data with vanishing momentum, while Fig. 2 illustrates some typical initial data with non-vanishing momentum.

The main aim of this paper is to extend the reduced dynamical law for quantized vortex dynamics of the NLSE (1.1) with vanishing momentum initial data, i.e. $\boldsymbol{Q}_{0}=\mathbf{0}$ in (1.8), to nonvanishing momentum initial data, i.e. $\mathbf{Q}_{0} \neq \mathbf{0}$. A key ingredient is to construct a new canonical harmonic map to include the effect of the non-vanishing momentum into the dynamics. To present our main result, define
$I(\varepsilon)=\inf _{v \in H_{g}^{1}\left(B_{1}(\mathbf{0})\right)} \int_{B_{1}(\mathbf{0})}\left[\frac{1}{2}|\nabla v|^{2}+\frac{1}{4 \varepsilon^{2}}\left(|v|^{2}-1\right)^{2}\right] d \boldsymbol{x}$,


Fig. 1. Some typical vanishing momentum initial data $u_{0}^{\varepsilon}:=\sqrt{\rho_{0}^{\varepsilon}} e^{i S_{0}^{\varepsilon}}$ : Contour plots of $\left|u_{0}^{\varepsilon}\right|$ with vortex center locations with +1 and -1 as their corresponding winding numbers (top row), and contour plots of the phase function $S_{0}^{\varepsilon}$ (bottom row).


Fig. 2. Some typical non-vanishing momentum initial data.
where the function space $H_{g}^{1}\left(B_{1}(\mathbf{0})\right)$ is defined as
$H_{g}^{1}\left(B_{1}(\mathbf{0})\right)=\left\{v \in H^{1}\left(B_{1}(\mathbf{0})\right) \left\lvert\, v(\boldsymbol{x})=g(\boldsymbol{x})=\frac{x+i y}{|\boldsymbol{x}|}\right.\right.$ for $\left.\boldsymbol{x} \in \partial B_{1}(\mathbf{0})\right\}$.
Define
$\gamma=\lim _{\varepsilon \rightarrow 0}\left(I(\varepsilon)-\pi \log \frac{1}{\varepsilon}\right)$.
Introduce a renormalized energy on the torus as [27]

$$
\begin{align*}
W_{\mathbb{T}^{2}}(\boldsymbol{a})= & W(\boldsymbol{a})+2 \pi^{2}\left|\sum_{m=1}^{2 N} d_{m} \boldsymbol{a}_{m}\right|^{2} \\
= & -\pi \sum_{1 \leq k \neq m \leq 2 N} d_{k} d_{m} F\left(\boldsymbol{a}_{k}-\boldsymbol{a}_{m}\right)  \tag{1.22}\\
& +2 \pi^{2}\left|\sum_{m=1}^{2 N} d_{m} \boldsymbol{a}_{m}\right|^{2}, \quad \boldsymbol{a} \in\left(\mathbb{T}^{2}\right)_{*}^{2 N}
\end{align*}
$$

and an $\varepsilon$-dependent renormalized energy as
$W_{\mathbb{T}^{2}}^{\varepsilon}(\boldsymbol{a}):=2 N\left(\pi \log \frac{1}{\varepsilon}+\gamma\right)+W_{\mathbb{T}^{2}}(\boldsymbol{a}), \quad \boldsymbol{a} \in\left(\mathbb{T}^{2}\right)_{*}^{2 N}$.
Our main result is stated as follows:

Theorem 1.1 (Reduced Dynamical Law For NLSE). Assume the initial data $u_{0}^{\varepsilon}$ in (1.2) satisfies (1.11) and

$$
\lim _{\varepsilon \rightarrow 0} \boldsymbol{Q}\left(u_{0}^{\varepsilon}\right)=\boldsymbol{Q}_{0}:=2 \pi \mathbb{J}\left[\sum_{j=1}^{N} \boldsymbol{a}_{j}^{0}-\sum_{j=1}^{N} \boldsymbol{a}_{N+j}^{0}\right]
$$

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0}\left[E\left(u_{0}^{\varepsilon}\right)-W_{\mathbb{T}^{2}}^{\varepsilon}\left(\boldsymbol{a}^{0}\right)\right] \leq 0 \tag{1.24}
\end{equation*}
$$

Then there exist a time $T>0$ and $2 N$ Lipschitz paths given in (1.12) such that the solution $u^{\varepsilon}$ of the NLSE (1.1) with (1.2) satisfies
$J\left(u^{\varepsilon}(t)\right) \xrightarrow{\varepsilon \rightarrow 0^{+}} \pi \sum_{j=1}^{2 N} d_{j} \delta_{\boldsymbol{a}_{j}(t)}$ in $W^{-1,1}\left(\mathbb{T}^{2}\right)$,
where $\boldsymbol{a}_{j}(t)(1 \leq j \leq 2 N)$ satisfy the following reduced dynamical law:

$$
\begin{align*}
\dot{\boldsymbol{a}}_{j} & =-d_{j} \frac{1}{\pi} \mathbb{J} \nabla_{\boldsymbol{a}_{j}} W(\boldsymbol{a})-2 \boldsymbol{Q}_{0} \\
& =2 \mathbb{J} \sum_{1 \leq k \leq 2 N, k \neq j} d_{k} \nabla F\left(\boldsymbol{a}_{j}-\boldsymbol{a}_{k}\right)-2 \boldsymbol{Q}_{0}, \quad t>0, \tag{1.26}
\end{align*}
$$

with the initial data (1.15).
We remark here that: (i) when $\mathbf{Q}_{0}=\mathbf{0}$, (1.26) collapses to (1.14); and (ii) (1.26) is also equivalent to the following ordinary
differential equations (ODEs)

$$
\begin{align*}
\dot{\boldsymbol{a}}_{j} & =-d_{j} \frac{1}{\pi} \mathbb{d} \nabla_{\boldsymbol{a}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{a}) \\
& =2 \mathbb{J} \sum_{1 \leq k \leq 2 N, k \neq j} d_{k} \nabla F\left(\boldsymbol{a}_{j}-\boldsymbol{a}_{k}\right)-4 \pi \boldsymbol{q}(\boldsymbol{a}), \quad t>0, \tag{1.27}
\end{align*}
$$

where $\boldsymbol{q}(\boldsymbol{a})$ is defined as
$\boldsymbol{q}(\boldsymbol{a}):=\mathbb{J} \sum_{m=1}^{2 N} d_{m} \boldsymbol{a}_{m}, \quad \boldsymbol{a} \in\left(\mathbb{T}^{2}\right)_{*}^{2 N}$.
Since $\boldsymbol{q}(\boldsymbol{a})$ is a first integral of (1.27), and if $\boldsymbol{a}$ is the solution of (1.27) with the initial data (1.15), we have
$\boldsymbol{q}(\boldsymbol{a}(t)) \equiv \boldsymbol{q}(\boldsymbol{a}(0))=\mathbb{J} \sum_{m=1}^{2 N} d_{m} \boldsymbol{a}_{m}^{0}=\frac{1}{2 \pi} \boldsymbol{Q}_{0}, \quad t \geq 0$.
The paper is organized as follows. In Section 2, we introduce a new canonical harmonic map on the torus corresponding to 2 N vortex centers with non-vanishing initial momentum $\boldsymbol{Q}_{0} \neq \mathbf{0}$ and show its properties. In Section 3, we prove the local existence of $2 N$ vortex paths in the solution of the NLSE and the convergence of the corresponding current. In Section 4, we establish the reduced dynamical law (1.27). In Section 5, we present some first integrals and give several analytical solutions of the reduced dynamical law with initial data with symmetry. Finally, some concluding remarks are drawn in Section 6.

## 2. Canonical harmonic maps

To prove the reduced dynamical law (1.26) in Theorem 1.1, similar to the proof in [1] for the case of vanishing initial momentum, i.e. $\mathbf{Q}_{0}=\mathbf{0}$, we introduce a new canonical harmonic map on the torus which works for both non-vanishing initial momentum, i.e. $\boldsymbol{Q}_{0} \neq \mathbf{0}$, and vanishing initial momentum, i.e. $\boldsymbol{Q}_{0}=\mathbf{0}$, by adopting a phase shift depending on $\mathbf{Q}_{0}$.

### 2.1. A canonical harmonic map for a vortex dipole

For simplicity of notations, we first consider the most simple case of a vortex dipole, i.e. $N=1$, and assume the two vortex centers are located at $\boldsymbol{a}_{1}=\left(x_{1}, y_{1}\right)^{T} \neq \boldsymbol{a}_{2}=\left(x_{2}, y_{2}\right)^{T} \in \mathbb{T}^{2}$ with winding number $d_{1}=1$ and $d_{2}=-1$, respectively. Denote
$\Omega=[0,1]^{2}, \quad \boldsymbol{a}=\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)^{T} \in\left(\mathbb{T}^{2}\right)^{2}$,
$\boldsymbol{q}_{2}(\boldsymbol{a}):=\left(q_{1}, q_{2}\right)^{T}=\mathbb{J}\left(\boldsymbol{a}_{1}-\boldsymbol{a}_{2}\right)$.
Using the known results on harmonic maps in Section I. 3 in [28], there exists a complex-valued function $\widetilde{H}:=\widetilde{H}(\boldsymbol{x} ; \boldsymbol{a}) \in C_{\text {loc }}^{\infty}(\Omega \backslash$ $\left.\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}\right) \cap W^{1,1}(\Omega)$ that satisfies
$\boldsymbol{j}(\tilde{H}(\boldsymbol{x} ; \boldsymbol{a}))=-\mathbb{J} \nabla\left(F\left(\boldsymbol{x}-\boldsymbol{a}_{1}\right)-F\left(\boldsymbol{x}-\boldsymbol{a}_{2}\right)\right)$,
$|\tilde{H}(\boldsymbol{x} ; \boldsymbol{a})|=1, \quad \boldsymbol{x} \in \Omega \backslash\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}$.
Unfortunately, $\tilde{H} \notin C_{\text {loc }}^{\infty}\left(\mathbb{T}^{2} \backslash\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}\right) \cap W^{1,1}\left(\mathbb{T}^{2}\right)$ due to $\boldsymbol{a}_{1}-\boldsymbol{a}_{2} \neq$ $\mathbf{0}[1,28]$.

Lemma 2.1 (A Canonical Harmonic Map for a Vortex Dipole). Define a complex-valued function as
$H_{2}:=H_{2}(\boldsymbol{x} ; \boldsymbol{a})=\tilde{H}(\boldsymbol{x} ; \boldsymbol{a}) e^{2 \pi i \boldsymbol{q}_{2}(\boldsymbol{a}) \cdot \boldsymbol{x}}, \quad \boldsymbol{x} \in \mathbb{T}^{2} \backslash\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}$.
Then $H_{2} \in C_{\text {loc }}^{\infty}\left(\mathbb{T}^{2} \backslash\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}\right) \cap W^{1,1}\left(\mathbb{T}^{2}\right)$ satisfies $\left|H_{2}(\boldsymbol{x} ; \boldsymbol{a})\right|=1$ and
$\boldsymbol{j}\left(H_{2}(\boldsymbol{x} ; \boldsymbol{a})\right)=-\mathbb{J} \nabla\left(F\left(\boldsymbol{x}-\boldsymbol{a}_{1}\right)-F\left(\boldsymbol{x}-\boldsymbol{a}_{2}\right)\right)+2 \pi \boldsymbol{q}_{2}(\boldsymbol{a})$,
$\boldsymbol{x} \in \mathbb{T}^{2} \backslash\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}$.

Proof. From $\tilde{H}:=\tilde{H}(\boldsymbol{x} ; \boldsymbol{a}) \in C_{\mathrm{loc}}^{\infty}\left(\Omega \backslash\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}\right) \cap W^{1,1}(\Omega)$ and $|\widetilde{H}(\boldsymbol{x} ; \boldsymbol{a})|=1$, noting (2.3), we know that $H_{2}(\boldsymbol{x} ; \boldsymbol{a}) \in C_{\text {loc }}^{\infty}(\Omega \backslash$ $\left.\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}\right) \cap W^{1,1}(\Omega)$ and $\left|H_{2}(\boldsymbol{x} ; \boldsymbol{a})\right|=1$. Combining (1.6), (2.3), (2.1) and (2.2), we obtain

$$
\begin{align*}
\boldsymbol{j}\left(H_{2}(\boldsymbol{x} ; \boldsymbol{a})\right)= & \operatorname{Im}\left(\overline{H_{2}(\boldsymbol{x} ; \boldsymbol{a})} \nabla H_{2}(\boldsymbol{x} ; \boldsymbol{a})\right) \\
= & \operatorname{Im}\left(\widetilde{H}(\boldsymbol{x} ; \boldsymbol{a}) e^{-2 \pi i \boldsymbol{q}_{2}(\boldsymbol{a}) \cdot \boldsymbol{x}} e^{2 \pi i \boldsymbol{q}_{2}(\boldsymbol{a}) \cdot \boldsymbol{x}}(\nabla \widetilde{H}(\boldsymbol{x} ; \boldsymbol{a})\right. \\
& \left.\left.\quad+2 \pi i \tilde{H}(\boldsymbol{x} ; \boldsymbol{a}) \boldsymbol{q}_{2}(\boldsymbol{a})\right)\right)  \tag{2.5}\\
= & \boldsymbol{j}(\widetilde{H}(\boldsymbol{x} ; \boldsymbol{a}))+2 \pi \boldsymbol{q}_{2}(\boldsymbol{a}) \\
= & -\mathbb{J} \nabla\left(F\left(\boldsymbol{x}-\boldsymbol{a}_{1}\right)-F\left(\boldsymbol{x}-\boldsymbol{a}_{2}\right)\right)+2 \pi \boldsymbol{q}_{2}(\boldsymbol{a}),
\end{align*}
$$

which immediately implies (2.4).
In order to show the periodicity of $H_{2}$, noting $\left|H_{2}(\boldsymbol{x} ; \boldsymbol{a})\right|=1$, we have
$H_{2}(\boldsymbol{x} ; \boldsymbol{a})=e^{i \Theta(\boldsymbol{x})}, \quad \boldsymbol{x} \in \mathbb{T}^{2} \backslash\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}$,
where $\Theta(\boldsymbol{x})$ is the phase function. Combining (1.6), (2.6), (2.1) and (2.4), we get

$$
\begin{align*}
\boldsymbol{j}\left(H_{2}(\boldsymbol{x} ; \boldsymbol{a})\right) & =\operatorname{Im}\left(\overline{H_{2}(\boldsymbol{x} ; \boldsymbol{a})} \nabla H_{2}(\boldsymbol{x} ; \boldsymbol{a})\right)=\operatorname{Im}\left(e^{-i \Theta(\boldsymbol{x})} e^{i \Theta(\boldsymbol{x})} i \nabla \Theta(\boldsymbol{x})\right) \\
& =\nabla \Theta(\boldsymbol{x})=-\mathbb{J} \nabla\left(F\left(\boldsymbol{x}-\boldsymbol{a}_{1}\right)-F\left(\boldsymbol{x}-\boldsymbol{a}_{2}\right)\right)+2 \pi \boldsymbol{q}_{2}(\boldsymbol{a}) . \tag{2.7}
\end{align*}
$$

From (2.7), (1.17) and (2.1), we get $\nabla \Theta \in C_{\text {loc }}^{\infty}\left(\mathbb{T}^{2} \backslash\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}\right) \cap$ $L^{1}\left(\mathbb{T}^{2}\right)$.

Without loss of generality, we can assume $x_{1}<x_{2}, y_{1} \leq y_{2}$. For the case $y_{1}<y_{2}$, from (2.7) and noting that $F$ is a function defined on the torus in (1.17), we have

$$
\begin{aligned}
\Theta(1, y)-\Theta(0, y)= & \int_{0}^{1} \partial_{x} \Theta(x, y) d x \\
= & -\int_{0}^{1}\left[\partial_{y} F\left(x-x_{1}, y-y_{1}\right)\right. \\
& \left.-\partial_{y} F\left(x-x_{2}, y-y_{2}\right)\right] d x+2 \pi q_{1} \\
= & -\int_{0}^{1}\left[\partial_{y} F\left(x, y-y_{1}\right)-\partial_{y} F\left(x, y-y_{2}\right)\right] d x \\
& +2 \pi q_{1} \\
= & -\int_{\partial \Gamma} \frac{\partial F}{\partial \boldsymbol{n}} d s+2 \pi q_{1} \\
= & -\int_{\Gamma} \Delta F d \boldsymbol{x}+2 \pi\left(y_{1}-y_{2}\right) \\
= & -\int_{\Gamma} 2 \pi(\delta(\boldsymbol{x})-1) d \boldsymbol{x}+2 \pi\left(y_{1}-y_{2}\right) \\
= & \begin{cases}0, & y \notin\left(y_{1}, y_{2}\right), \\
-2 \pi, & y \in\left(y_{1}, y_{2}\right),\end{cases}
\end{aligned}
$$

where $\Gamma=[0,1] \times\left[y_{1}, y_{2}\right]$ and $\boldsymbol{n}$ is the unit outward normal vector. For the case $y_{1}=y_{2}$, we have

$$
\begin{aligned}
\Theta(1, y)-\Theta(0, y)= & \int_{0}^{1} \partial_{x} \Theta(x, y) d x \\
= & -\int_{0}^{1}\left[\partial_{y} F\left(x-x_{1}, y-y_{1}\right)\right. \\
& \left.-\partial_{y} F\left(x-x_{2}, y-y_{2}\right)\right] d x+2 \pi q_{1} \\
= & -\int_{0}^{1}\left[\partial_{y} F\left(x, y-y_{1}\right)-\partial_{y} F\left(x, y-y_{2}\right)\right] d x \\
& +2 \pi\left(y_{1}-y_{2}\right)=0 .
\end{aligned}
$$

Combining the above two equalities, we get
$\Theta(1, y)-\Theta(0, y)=\int_{0}^{1} \partial_{x} \Theta(x, y) d x= \begin{cases}0, & y \notin\left(y_{1}, y_{2}\right), \\ -2 \pi, & y \in\left(y_{1}, y_{2}\right) .\end{cases}$

Plugging (2.8) into (2.6), we get
$H_{2}\left((1, y)^{T} ; \boldsymbol{a}\right)=e^{i \Theta(1, y)}=e^{i \Theta(0, y)}=H_{2}\left((0, y)^{T} ; \boldsymbol{a}\right), \quad 0 \leq y \leq 1$.

Similarly, we can prove
$\Theta(x, 1)-\Theta(x, 0)=\int_{0}^{1} \partial_{y} \Theta(x, y) d y= \begin{cases}0, & x \notin\left(x_{1}, x_{2}\right), \\ 2 \pi, & x \in\left(x_{1}, x_{2}\right),\end{cases}$
and
$H_{2}\left((x, 1)^{T} ; \boldsymbol{a}\right)=e^{i \Theta(x, 1)}=e^{i \Theta(x, 0)}=H_{2}\left((x, 0)^{T} ; \boldsymbol{a}\right), \quad 0 \leq x \leq 1$.

Taking the gradient of (2.6), we have
$\nabla H_{2}(\boldsymbol{x} ; \boldsymbol{a})=i H_{2}(\boldsymbol{x} ; \boldsymbol{a}) \nabla \Theta(\boldsymbol{x})$.
Combining (2.6), (2.12), (2.9) and (2.11), and noting $\nabla \Theta \in$ $C_{\text {loc }}^{\infty}\left(\mathbb{T}^{2} \backslash\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}\right) \cap L^{1}\left(\mathbb{T}^{2}\right)$, we obtain immediately $H_{2} \in C_{\text {loc }}^{\infty}\left(\mathbb{T}^{2} \backslash\right.$ $\left.\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right\}\right) \cap W^{1,1}\left(\mathbb{T}^{2}\right)$.
2.2. A canonical harmonic map for $N$ vortex dipoles and its properties

For $2 N$ vortex centers $\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{2 N} \in \mathbb{T}^{2}$ and $\boldsymbol{a}=\left(\boldsymbol{a}_{1}, \ldots\right.$, $\left.\boldsymbol{a}_{2 N}\right)^{T} \in\left(\mathbb{T}^{2}\right)_{*}^{2 N}$, we can divide $\boldsymbol{a}$ into $N$ vortex dipoles: $\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{N+1}\right)^{T}$, $\ldots,\left(\boldsymbol{a}_{N}, \boldsymbol{a}_{2 N}\right)^{T}$. Then, we define the canonical harmonic map as
$H:=H(\boldsymbol{x} ; \boldsymbol{a})=\prod_{j=1}^{N} H_{2}\left(\boldsymbol{x} ;\left(\boldsymbol{a}_{j}, \boldsymbol{a}_{N+j}\right)^{T}\right)$.
Similar to (2.5), we have

$$
\begin{align*}
\boldsymbol{j}(H) & :=\boldsymbol{j}(H(\boldsymbol{x}, \boldsymbol{a}))=\sum_{j=1}^{N} \boldsymbol{j}\left(H_{2}\left(\boldsymbol{x} ;\left(\boldsymbol{a}_{j}, \boldsymbol{a}_{N+j}\right)^{T}\right)\right) \\
& =\sum_{j=1}^{N}\left[-\mathbb{J} \nabla\left(F\left(\boldsymbol{x}-\boldsymbol{a}_{j}\right)-F\left(\boldsymbol{x}-\boldsymbol{a}_{N+j}\right)\right)+2 \pi \boldsymbol{q}_{2}\left(\left(\boldsymbol{a}_{j}, \boldsymbol{a}_{N+j}\right)^{T}\right)\right] \\
& =-\mathbb{J} \sum_{j=1}^{2 N} d_{j} \nabla F\left(\boldsymbol{x}-\boldsymbol{a}_{j}\right)+2 \pi \boldsymbol{q}(\boldsymbol{a}) . \tag{2.14}
\end{align*}
$$

As shown in Lemma 2.1, we have $H_{2}\left(\boldsymbol{x} ;\left(\boldsymbol{a}_{j}, \boldsymbol{a}_{N+j}\right)^{T}\right) \in C_{\text {loc }}^{\infty}\left(\mathbb{T}^{2} \backslash\right.$ $\left.\left\{\boldsymbol{a}_{j}, \boldsymbol{a}_{N+j}\right\}\right) \cap W^{1,1}\left(\mathbb{T}^{2}\right)$ and
$\left|H_{2}\left(\boldsymbol{x},\left(\boldsymbol{a}_{j}, \boldsymbol{a}_{N+j}\right)^{T}\right)\right|=1$, which implies
$H \in C_{\text {loc }}^{\infty}\left(\mathbb{T}_{*}^{2}(\boldsymbol{a})\right) \cap W^{1,1}\left(\mathbb{T}^{2}\right), \quad|H(\boldsymbol{x} ; \boldsymbol{a})|=1$,
with
$\mathbb{T}_{*}^{2}(\boldsymbol{a})=\mathbb{T}^{2} \backslash\left\{\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{2 N}\right\}$.
We then introduce some notations. For $z, Z \in \mathbb{C}$, we define $\langle z, Z\rangle:=\frac{1}{2}(\bar{z} Z+z \bar{Z})$.

And for two complex vectors $\boldsymbol{z}=\left(z_{1}, z_{2}\right)^{T}, \boldsymbol{Z}=\left(Z_{1}, Z_{2}\right)^{T} \in \mathbb{C}^{2}$, we define
$\langle\boldsymbol{z}, \boldsymbol{Z}\rangle:=\left\langle z_{1}, Z_{1}\right\rangle+\left\langle z_{2}, Z_{2}\right\rangle$.
In particular, if $\boldsymbol{z}, \boldsymbol{Z} \in \mathbb{R}^{2} \subset \mathbb{C}^{2}$,
$\langle\boldsymbol{z}, \boldsymbol{Z}\rangle=\boldsymbol{z} \cdot \boldsymbol{Z}$.
We denote
$\Psi(\boldsymbol{x}):=\sum_{j=1}^{2 N} d_{j} F\left(\boldsymbol{x}-\boldsymbol{a}_{j}\right)$,
and for $0<\rho \ll 1$
$\mathbb{T}_{\rho}^{2}(\boldsymbol{a}):=\mathbb{T}^{2} \backslash \cup_{j} B_{\rho}\left(\boldsymbol{a}_{j}\right)$.
In the following, we use $\operatorname{Hess}(\eta)$ to denote the Hessian matrix of a function $\eta$.

We then derive some simple properties of $H$ defined in (2.14):
Lemma 2.2. For the $H=H(\boldsymbol{x} ; \boldsymbol{a})$ given in (2.13), we have
$\nabla \cdot \mathbf{j}(H)=0, \quad J(H)=\pi \sum_{j=1}^{2 N} d_{j} \delta_{\boldsymbol{a}_{j}}$,
$\int_{\mathbb{T}^{2}} \boldsymbol{j}(H) d \boldsymbol{x}=2 \pi \boldsymbol{q}(\boldsymbol{a}), \quad \boldsymbol{a} \in\left(\mathbb{T}^{2}\right)_{*}^{2 N}$,
and for $0<\rho \ll 1$

$$
\begin{equation*}
\int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{a})} e(H) d \boldsymbol{x}=2 N \pi \log \frac{1}{\rho}+W_{\mathbb{T}^{2}}(\boldsymbol{a})+O\left(\rho^{2}\right), \quad \boldsymbol{a} \in\left(\mathbb{T}^{2}\right)_{*}^{2 N} \tag{2.20}
\end{equation*}
$$

Proof. Via direct calculation of $\nabla \cdot \boldsymbol{j}(H)$ and $J(H)$, noting (1.6), (2.14) and that $F \in W^{1,1}\left(\mathbb{T}^{2}\right)$ satisfies (1.17), we have

$$
\begin{equation*}
\nabla \cdot \boldsymbol{j}(H(\boldsymbol{x} ; \boldsymbol{a}))=-\nabla \cdot\left(\sum_{j=1}^{2 N} d_{j} J \nabla F\left(\boldsymbol{x}-\boldsymbol{a}_{j}\right)\right)=0 \tag{2.21}
\end{equation*}
$$

$$
\begin{align*}
J(H(\boldsymbol{x} ; \boldsymbol{a})) & =\frac{1}{2} \nabla \cdot(\mathbb{J}(H(\boldsymbol{x} ; \boldsymbol{a})))=-\frac{1}{2} \nabla \cdot\left(\mathbb{J} \sum_{j=1}^{2 N} d_{j} \mathbb{J} \nabla F\left(\boldsymbol{x}-\boldsymbol{a}_{j}\right)\right) \\
& =\frac{1}{2} \sum_{j=1}^{2 N} d_{j} \Delta F\left(\boldsymbol{x}-\boldsymbol{a}_{j}\right)=\pi \sum_{j=1}^{2 N} d_{j} \delta_{\boldsymbol{a}_{j}}(\boldsymbol{x}) . \tag{2.22}
\end{align*}
$$

Integrating $\boldsymbol{j}(H)$ over $\mathbb{T}^{2}$ and noting (2.14), we obtain

$$
\begin{align*}
\int_{\mathbb{T}^{2}} \boldsymbol{j}(H) d \boldsymbol{x} & =-\mathbb{J} \sum_{j=1}^{2 N} d_{j} \int_{\mathbb{T}^{2}} \nabla F\left(\boldsymbol{x}-\boldsymbol{a}_{j}\right) d \boldsymbol{x}+2 \pi \int_{\mathbb{T}^{2}} \boldsymbol{q}(\boldsymbol{a}) d \boldsymbol{x} \\
& =-\mathbb{J} \sum_{j=1}^{2 N} d_{j} \int_{\mathbb{T}^{2}} \nabla F(\boldsymbol{x}) d \boldsymbol{x}+2 \pi \boldsymbol{q}(\boldsymbol{a})=2 \pi \boldsymbol{q}(\boldsymbol{a}) . \tag{2.23}
\end{align*}
$$

Combining the above three equalities, we obtain (2.19).
Noting $|H(\boldsymbol{x} ; \boldsymbol{a})|=1$, we can assume $H(\boldsymbol{x} ; \boldsymbol{a})=e^{i \theta(\boldsymbol{x})}$. Similar to (2.7) and (2.12), we have
$\boldsymbol{j}(H)=\nabla \theta, \quad \nabla H=i H \nabla \theta=i H \boldsymbol{j}(H)$.

Then plugging $|H|=1,(2.24)$, (2.14) and (2.17) into the definition of $e(H)$ in (1.6), and integrating $e(H)$ over $\mathbb{T}_{\rho}^{2}(\boldsymbol{a})$, we have

$$
\begin{align*}
\int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{a})} e(H) d \boldsymbol{x}= & \frac{1}{2} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{a})}|\nabla H|^{2} d \boldsymbol{x}=\frac{1}{2} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{a})}|\boldsymbol{j}(H)|^{2} d \boldsymbol{x} \\
= & \frac{1}{2} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{a})}|-\mathbb{J} \nabla \Psi+2 \pi \boldsymbol{q}(\boldsymbol{a})|^{2} d \boldsymbol{x} \\
= & \frac{1}{2} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{a})}|\nabla \Psi|^{2} d \boldsymbol{x}-2 \pi \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{a})} \boldsymbol{q}(\boldsymbol{a}) \cdot(\mathbb{d} \nabla \Psi) d \boldsymbol{x} \\
& +2 \pi^{2}|\boldsymbol{q}(\boldsymbol{a})|^{2}+O\left(\rho^{2}\right) \tag{2.25}
\end{align*}
$$

Similar to Lemma 12 in [4], the first term on the right-hand side of (2.25) can be estimated by
$\frac{1}{2} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{a})}|\nabla \Psi|^{2} d \boldsymbol{x}=W(\boldsymbol{a})+2 N \pi \log \frac{1}{\rho}+O\left(\rho^{2}\right)$.
For the second term on the right-hand side of (2.25), we define
$\Psi_{j}(\boldsymbol{x})=\Psi(\boldsymbol{x})-d_{j} \log \left|\boldsymbol{x}-\boldsymbol{a}_{j}\right|$.
Then $\Psi_{j} \in C^{1}\left(B_{\rho}\left(\boldsymbol{a}_{j}\right)\right)$. Noting that $\mathbb{J} \boldsymbol{q}(\boldsymbol{a})$ is constant with respect to $\boldsymbol{x}$ and substituting (2.27) into the second term on the right-hand side of (2.25), we have

$$
\begin{align*}
\int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{a})} \boldsymbol{q}(\boldsymbol{a}) \cdot(\mathbb{J} \nabla \Psi) d \boldsymbol{x}= & -\int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{a})}(\mathbb{U} \boldsymbol{q}(\boldsymbol{a})) \cdot \nabla \Psi d \boldsymbol{x} \\
= & \sum_{j=1}^{2 N} \int_{\partial B_{\rho}\left(\boldsymbol{a}_{j}\right)} \boldsymbol{n} \cdot(\mathbb{J} \boldsymbol{q}(\boldsymbol{a})) \Psi d s \\
= & \sum_{j=1}^{2 N} \int_{\partial B_{\rho}\left(\boldsymbol{a}_{j}\right)}\left(d_{j} \log \left|\boldsymbol{x}-\boldsymbol{a}_{j}\right|\right. \\
& \left.+\Psi_{j}(\boldsymbol{x})\right)(\mathbb{J} \boldsymbol{q}(\boldsymbol{a})) \cdot \boldsymbol{n} d s \\
= & \sum_{j=1}^{2 N}\left(d_{j} \log \rho \int_{\partial B_{\rho}\left(\boldsymbol{a}_{j}\right)}(\mathbb{J} \boldsymbol{q}(\boldsymbol{a})) \cdot \boldsymbol{n} d s\right. \\
& \left.+\int_{B_{\rho}\left(\boldsymbol{a}_{j}\right)} \nabla \Psi_{j}(\boldsymbol{x}) \cdot(\mathbb{J} \boldsymbol{q}(\boldsymbol{a})) d \boldsymbol{x}\right) \\
= & O\left(\rho^{2}\right) . \tag{2.28}
\end{align*}
$$

Substituting (2.26), (2.28), (1.22) and (1.28) into (2.25), we immediately obtain (2.20).

Lemma 2.3. Suppose that $\eta \in C^{2}\left(\mathbb{T}^{2}\right)$ is linear in a neighborhood of $\boldsymbol{a}_{j}$ and $\operatorname{supp}(\eta) \cap\left\{\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{2 N}\right\}=\left\{\boldsymbol{a}_{j}\right\}$. Then we have
$\int_{\mathbb{T}^{2}}\langle\operatorname{Hess}(\eta) \mathbf{j}(H), \mathbb{J} \boldsymbol{j}(H)\rangle d \boldsymbol{x}=-\nabla \eta\left(\boldsymbol{a}_{j}\right) \cdot\left(\mathbb{J} \nabla_{\boldsymbol{a}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{a})\right)$.
Proof. Denote
$\boldsymbol{j}_{0}=-\mathbb{J} \nabla \Psi$.
Then (2.14) and (2.17) imply
$\boldsymbol{j}(H)=\boldsymbol{j}_{0}+2 \pi \boldsymbol{q}(\boldsymbol{a})$.
Plugging (2.31) into the left hand-side of (2.29), we get

$$
\begin{aligned}
& \int_{\mathbb{T}^{2}}\langle\operatorname{Hess}(\eta) \mathbf{j}(H), \mathbb{j}(H)\rangle d \boldsymbol{x} \\
& \quad= \int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta)\left(\mathbf{j}_{0}+2 \pi \boldsymbol{q}(\boldsymbol{a})\right), \mathbb{J}\left(\mathbf{j}_{0}+2 \pi \boldsymbol{q}(\boldsymbol{a})\right)\right\rangle d \boldsymbol{x} \\
& \quad=\int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta) \mathbf{j}_{0}, \mathbb{J} \boldsymbol{j}_{0}\right\rangle d \boldsymbol{x}+2 \pi \int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta) \mathbf{j}_{0}, \mathbb{J} \boldsymbol{q}(\boldsymbol{a})\right\rangle d \boldsymbol{x}
\end{aligned}
$$

$$
\begin{align*}
& +2 \pi \int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta) \boldsymbol{q}(\boldsymbol{a}), \mathbb{d} \boldsymbol{j}_{0}\right\rangle d \boldsymbol{x} \\
& +4 \pi^{2} \int_{\mathbb{T}^{2}}\langle\operatorname{Hess}(\eta) \boldsymbol{q}(\boldsymbol{a}), \mathbb{J} \boldsymbol{q}(\boldsymbol{a})\rangle d \boldsymbol{x} \tag{2.32}
\end{align*}
$$

For the first term on the right hand-side of (2.32), Lemma 2.3.1 in [1] implies that

$$
\begin{align*}
& \int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta) \boldsymbol{j}_{0}, \mathbb{d} \boldsymbol{j}_{0}\right\rangle d \boldsymbol{x} \\
& \quad=d_{j} \nabla \eta\left(\boldsymbol{a}_{j}\right) \cdot\left(2 \pi \sum_{1 \leq k \leq 2 N, k \neq j} d_{k}\left(\mathbb{J} \nabla F\left(\boldsymbol{a}_{j}-\boldsymbol{a}_{k}\right)\right)\right) \tag{2.33}
\end{align*}
$$

Applying integration by parts to the second, third and fourth terms on the right hand-side of (2.32), we have

$$
\begin{align*}
\int_{\mathbb{T}^{2}}\langle\operatorname{Hess}(\eta) \boldsymbol{q}(\boldsymbol{a}), \mathbb{J}(\boldsymbol{a})\rangle d \boldsymbol{x} & =0  \tag{2.34}\\
\int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta) \boldsymbol{j}_{0}, \mathbb{J} \boldsymbol{q}(\boldsymbol{a})\right\rangle d \boldsymbol{x} & =-\int_{\mathbb{T}^{2}} \nabla \cdot \boldsymbol{j}_{0}\langle\nabla \eta, \mathbb{J} \boldsymbol{q}(\boldsymbol{a})\rangle d \boldsymbol{x}=0  \tag{2.35}\\
\int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta) \boldsymbol{q}(\boldsymbol{a}), \mathbb{J} \boldsymbol{j}_{0}\right\rangle d \boldsymbol{x} & =-\int_{\mathbb{T}^{2}} \nabla \cdot\left(\mathbb{J} \boldsymbol{j}_{0}\right)\langle\nabla \eta, \boldsymbol{q}(\boldsymbol{a})\rangle d \boldsymbol{x} \\
& =-\int_{\mathbb{T}^{2}} \boldsymbol{q}(\boldsymbol{a}) \cdot \nabla \eta \nabla \cdot\left(\mathbb{d} \boldsymbol{j}_{0}\right) d \boldsymbol{x} \\
& =-2 \pi \int_{\mathbb{T}^{2}} \boldsymbol{q}(\boldsymbol{a}) \cdot \nabla \eta \sum_{k=1}^{2 N} d_{k} \delta_{\boldsymbol{a}_{k}} d \boldsymbol{x} \\
& =-2 \pi \boldsymbol{q}(\boldsymbol{a}) \cdot\left(d_{j} \nabla \eta\left(\boldsymbol{a}_{j}\right)\right) \tag{2.36}
\end{align*}
$$

In the above equalities, we have used $\operatorname{supp}(\eta) \cap\left\{\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{2 N}\right\}=$ $\left\{\boldsymbol{a}_{j}\right\}$ and
$\nabla \cdot \boldsymbol{j}_{0}=0, \quad \nabla \cdot\left(\mathbb{d} \boldsymbol{j}_{0}\right)=2 \pi \sum_{j=1}^{2 N} d_{j} \delta_{\boldsymbol{a}_{j}}$,
which are direct corollaries of (2.31), (1.6) and (2.19).
Substituting (2.33)-(2.36) into (2.32), we obtain
$\int_{\mathbb{T}^{2}}\langle\operatorname{Hess}(\eta) \mathbf{j}(H), \mathbb{d}(H)\rangle d \boldsymbol{x}$

$$
\begin{equation*}
=-2 \pi d_{j} \nabla \eta\left(\boldsymbol{a}_{j}\right) \cdot\left(-\sum_{1 \leq k \leq 2 N, k \neq j} d_{k}\left(\mathbb{J} \nabla F\left(\boldsymbol{a}_{j}-\boldsymbol{a}_{k}\right)\right)+2 \pi \boldsymbol{q}(\boldsymbol{a})\right) \tag{2.38}
\end{equation*}
$$

Taking the gradient of $W_{\mathbb{T}^{2}}$ defined by (1.16) and (1.22) with respect to $\boldsymbol{a}_{j}$, we have

$$
\begin{equation*}
\nabla_{\boldsymbol{a}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{a})=-2 \pi \sum_{1 \leq k \leq 2 N, k \neq j} d_{k} d_{j} \nabla F\left(\boldsymbol{a}_{j}-\boldsymbol{a}_{k}\right)-4 \pi^{2} d_{j} \mathbb{J} \boldsymbol{q}(\boldsymbol{a}) \tag{2.39}
\end{equation*}
$$

Then substituting (2.39) into (2.38), we obtain (2.29).

## 3. Vortex paths and current of the NLSE (1.1)

In this section, we will first derive local existence of $2 N$ vortex paths by proving
$J\left(u^{\varepsilon}(t)\right) \rightarrow \pi \sum_{j=1}^{2 N} d_{j} \delta_{\boldsymbol{b}_{j}(t)}$ in $W^{-1,1}\left(\mathbb{T}^{2}\right) \quad$ for some Lipschitz paths $\boldsymbol{b}_{j}$ 's,
then prove the convergence of $\boldsymbol{j}\left(u^{\varepsilon}\right)$ and $\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}$, and finally give some estimates of $L^{2}$-norm of $\nabla\left|u^{\varepsilon}\right|$ and $\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)$ with
$u_{*}(\boldsymbol{x}, t)=H(\boldsymbol{x} ; \boldsymbol{b}(t))$,
where $\boldsymbol{b}:=\boldsymbol{b}(t)=\left(\boldsymbol{b}_{1}(t), \ldots, \boldsymbol{b}_{2 N}(t)\right)^{T}$ and $H(\boldsymbol{x} ; \boldsymbol{b}(t))$ is the canonical harmonic map given by (2.13). Similar to the proofs in [1,16], the proof of our main result relies on these results.

### 3.1. Local existence of vortex paths

Lemma 3.1 (Local Existence of Vortex Paths As $\varepsilon \rightarrow 0$ ). If the initial data $u_{0}^{\varepsilon}$ satisfies (1.11) and (1.24), then the NLSE (1.1) with (1.2) has a weak solution $u^{\varepsilon}(\boldsymbol{x}, t) \in H^{1}\left(\mathbb{T}^{2} \times \mathbb{R}\right)$ for each $\varepsilon>0$. Moreover, after passing to a subsequence $\varepsilon \rightarrow 0^{+}$, still denoted by $\varepsilon$, there exist a $T>0$ and $2 N$ Lipschitz paths $\boldsymbol{b}_{j}:[0, T) \rightarrow \mathbb{T}^{2}$ with $\boldsymbol{b}_{j}(0)=\boldsymbol{a}_{j}^{0}$ for $j=1,2, \ldots, 2 N$, such that (3.1) holds for all $t \in[0, T)$. Moreover, $T$ satisfies
$T=\inf \left\{t>0 \mid \exists 1 \leq j<k \leq 2 N\right.$ such that $\left.\left|\boldsymbol{b}_{j}(t)-\boldsymbol{b}_{k}(t)\right|=0\right\}$.

Proof. For the local well-posedness of Problem (1.1) with (1.2) for each $\varepsilon>0$, one can see [29] for details and thus they are omitted here for brevity. The proofs of the existence of $\boldsymbol{b}_{j}$ and (3.3) are essentially the same as the proof of Theorem 1.4.1 in [1], since the proof of Theorem 1.4.1 in [1] does not depend on the vanishing momentum assumption $\boldsymbol{Q}_{0}=\mathbf{0}$.

### 3.2. Convergence of current density

Lemma 3.2. Assume $u^{\varepsilon}, u_{0}^{\varepsilon}, \boldsymbol{b}_{j}$ are the same as in Lemma 3.1. Then there exists a subsequence $\varepsilon \rightarrow 0$, which is still denoted by $\varepsilon$, such that for any $T_{0}<T$
$\boldsymbol{j}\left(u^{\varepsilon}\right) \rightharpoonup \boldsymbol{j}\left(u_{*}\right)$ in $L^{1}\left(\mathbb{T}^{2} \times\left[0, T_{0}\right]\right)$,
and
$\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|} \rightharpoonup \boldsymbol{j}\left(u_{*}\right)$ in $L_{\mathrm{loc}}^{2}\left(\mathbb{T}_{*}^{2}(\boldsymbol{b}(t)) \times\left[0, T_{0}\right]\right)$,
where $\mathbb{T}_{*}^{2}(\boldsymbol{b}(t))$ is defined by replacing $\boldsymbol{a}$ by $\boldsymbol{b}(t)$ in (2.16).
Proof. We first prove (3.4). Lemma 3.1 implies that for $\varepsilon$ small enough, we have for $t \leq T_{0}$,
$\left\|\pi \sum_{j=1}^{2 N} d_{j} \delta_{\mathbf{b}_{j}(t)}-J\left(u^{\varepsilon}(t)\right)\right\|_{W^{-1,1}\left(\mathbb{T}^{2}\right)} \leq \frac{\pi r_{\boldsymbol{b}}}{200}$,
where
$r_{\boldsymbol{b}}=\frac{1}{4} \min \left\{\left|\boldsymbol{b}_{j}(t)-\boldsymbol{b}_{k}(t)\right| 1 \leq j<k \leq 2 N, 0 \leq t \leq T_{0}\right\}$.
The energy conservation (1.5), the energy bound of initial data given in (1.24) and the definition of $W_{\mathbb{T}^{2}}^{\varepsilon}$ (1.23) imply that there exists a positive constant $C$ such that
$E\left(u^{\varepsilon}(t)\right)=E\left(u_{0}^{\varepsilon}\right) \leq 2 N \pi \log \frac{1}{\varepsilon}+C$.
Then, it follows from (1.4.26) in [1] that for any $0<\rho<r_{b}$,
$\left\|\boldsymbol{j}\left(u^{\varepsilon}\right)\right\|_{L^{1}\left(\mathbb{T}^{2} \times\left[0, T_{0}\right]\right)} \leq C, \quad\left\|\nabla u^{\varepsilon}\right\|_{L^{2}\left(\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(t))\right)} \leq C$,
which implies that there exist a subsequence of $u^{\varepsilon}$ and $\boldsymbol{j}_{*} \in$ $L^{1}\left(\mathbb{T}^{2} \times\left[0, T_{0}\right]\right)$ such that
$\boldsymbol{j}\left(u^{\varepsilon}\right) \rightharpoonup \boldsymbol{j}_{*}$ in $L^{1}\left(\mathbb{T}^{2} \times\left[0, T_{0}\right]\right)$.

In addition, the mass conservation (1.3) and the energy bound (3.7) yield
$\frac{\partial}{\partial t} \frac{\left|u^{\varepsilon}\right|^{2}}{2}=\nabla \cdot \boldsymbol{j}\left(u^{\varepsilon}\right), \quad\left\|\left|u^{\varepsilon}\right|^{2}-1\right\|_{L^{2}\left(\mathbb{T}^{2}\right)}^{2} \leq C \varepsilon^{2}|\log \varepsilon|$.
For any $\psi \in C_{0}^{\infty}\left(\mathbb{T}^{2} \times\left[0, T_{0}\right]\right)$, noting (3.10), we have

$$
\begin{align*}
\left|\int_{0}^{T_{0}} \int_{\mathbb{T}^{2}} \boldsymbol{j}\left(u^{\varepsilon}\right) \cdot \nabla \psi d \boldsymbol{x} d t\right| & =\left|-\int_{0}^{T_{0}} \int_{\mathbb{T}^{2}} \psi \nabla \cdot \boldsymbol{j}\left(u^{\varepsilon}\right) d \boldsymbol{x} d t\right| \\
& =\left|-\int_{0}^{T_{0}} \int_{\mathbb{T}^{2}} \psi \partial_{t} \frac{\left|u^{\varepsilon}\right|^{2}-1}{2} d \boldsymbol{x} d t\right| \\
& =\left|\int_{0}^{T_{0}} \int_{\mathbb{T}^{2}} \partial_{t} \psi \frac{\left|u^{\varepsilon}\right|^{2}-1}{2} d \boldsymbol{x} d t\right| \\
& \leq C \varepsilon \sqrt{|\log \varepsilon|}| | \partial_{t} \psi \|_{L^{2}\left(\mathbb{T}^{2} \times\left[0, T_{0}\right]\right)} . \tag{3.11}
\end{align*}
$$

Letting $\varepsilon \rightarrow 0$ on both sides of (3.11), we obtain
$\int_{0}^{T_{0}} \int_{\mathbb{T}^{2}} \boldsymbol{j}_{*} \cdot \nabla \psi d \boldsymbol{x} d t=0, \quad$ which implies $\int_{0}^{T_{0}} \int_{\mathbb{T}^{2}} \psi \nabla \cdot \boldsymbol{j}_{*} d \boldsymbol{x} d t=0$.
Since $\psi$ is arbitrary, we have
$\nabla \cdot \boldsymbol{j}_{*}=0$.
Similarly, we can prove

$$
\begin{align*}
\nabla \cdot\left(\mathbb{J} \boldsymbol{j}_{*}(\boldsymbol{x}, t)\right) & =\lim _{\varepsilon \rightarrow 0^{+}} \nabla \cdot\left(\mathbb{J} \boldsymbol{j}\left(u^{\varepsilon}(\boldsymbol{x}, t)\right)\right)=2 \lim _{\varepsilon \rightarrow 0^{+}} J\left(u^{\varepsilon}(\boldsymbol{x}, t)\right) \\
& =2 \pi \sum_{k=1}^{2 N} d_{k} \delta_{\boldsymbol{b}_{k}(t)}(\boldsymbol{x}) . \tag{3.13}
\end{align*}
$$

Similar to (1.9), (3.13) implies

$$
\begin{align*}
\int_{\mathbb{T}^{2}} \boldsymbol{j}_{*}(\boldsymbol{x}, t) d \boldsymbol{x} & =\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{T}^{2}} \boldsymbol{j}\left(u^{\varepsilon}(\boldsymbol{x}, t)\right) d \boldsymbol{x}=2 \pi \mathbb{J} \sum_{j=1}^{2 N} d_{j} \boldsymbol{b}_{j}(t) \\
& =2 \pi \boldsymbol{q}(\boldsymbol{b}(t)) \tag{3.14}
\end{align*}
$$

Combining (3.2), (2.19) and (3.14), we have
$\int_{\mathbb{T}^{2}} \boldsymbol{j}\left(u_{*}(\boldsymbol{x}, t)\right) \mathrm{d} \boldsymbol{x}=2 \pi \boldsymbol{q}(\boldsymbol{b}(t))=\int_{\mathbb{T}^{2}} \boldsymbol{j}_{*}(\boldsymbol{x}, t) \mathrm{d} \boldsymbol{x}$.
Define $\boldsymbol{V}=\boldsymbol{j}_{*}-\boldsymbol{j}\left(u_{*}\right)$. Combining (2.19), (3.12) and (3.13), we see that
$\nabla \cdot \boldsymbol{V}=\nabla \cdot \boldsymbol{j}_{*}-\nabla \cdot \boldsymbol{j}\left(u_{*}\right)=0, \quad \nabla \cdot(\mathbb{V} \boldsymbol{V})=\nabla \cdot\left(\mathbb{J} \boldsymbol{j}_{*}\right)-\nabla \cdot\left(\mathbb{J} \mathbf{j}\left(u_{*}\right)\right)=0$.
Thus, $\boldsymbol{V}(\boldsymbol{x}, t)=\boldsymbol{g}(t)$ for some $\boldsymbol{g}:\left[0, T_{0}\right] \rightarrow \mathbb{R}^{2}$ and $\boldsymbol{g} \in L^{1}\left(\left[0, T_{0}\right]\right)$ since $\boldsymbol{j}_{*}, \boldsymbol{j}\left(u_{*}\right) \in L^{1}\left(\mathbb{T}^{2} \times\left[0, T_{0}\right]\right)$. Then, (3.15) implies that for any $t_{1}, t_{2} \in\left[0, T_{0}\right]$,

$$
\begin{aligned}
\int_{t_{1}}^{t_{2}} \boldsymbol{g}(t) d t & =\int_{t_{1}}^{t_{2}} \int_{\mathbb{T}^{2}} \boldsymbol{V}(\boldsymbol{x}, t) d \boldsymbol{x} d t \\
& =\int_{t_{1}}^{t_{2}} \int_{\mathbb{T}^{2}}\left(\boldsymbol{j}_{*}(\boldsymbol{x}, t)-\boldsymbol{j}\left(u_{*}(\boldsymbol{x}, t)\right)\right) d \boldsymbol{x} d t=\mathbf{0}
\end{aligned}
$$

which implies $\boldsymbol{V}(\boldsymbol{x}, t)=\boldsymbol{g}(t)=\mathbf{0}$. Hence, $\boldsymbol{j}_{*}-\boldsymbol{j}\left(u_{*}\right)=\boldsymbol{V}=\mathbf{0}$, which together with (3.9) implies (3.4).

Then we give the proof of (3.5). Noting
$\left|\nabla u^{\varepsilon}\right|^{2}=|\nabla| u^{\varepsilon}| |^{2}+\left|\frac{\mathbf{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}\right|^{2} \geq\left|\frac{\mathbf{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}\right|^{2}$,
(3.8) implies that for any $0<\rho<r_{b}$,
$\int_{0}^{T_{0}} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(t))}\left|\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|\boldsymbol{u}^{\varepsilon}\right|}\right|^{2} d \boldsymbol{x} d t \leq \int_{0}^{T_{0}} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(t))}\left|\nabla u^{\varepsilon}\right|^{2} d \boldsymbol{x} d t \leq C T_{0}$,
i.e. $\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}$ is uniformly bounded in $L^{2}\left(\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(t)) \times\left[0, T_{0}\right]\right)$. Hence, there exists a function $\widetilde{\boldsymbol{j}}_{*} \in L^{2}\left(\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(t)) \times\left[0, T_{0}\right]\right)$ such that up to a subsequence
$\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\widetilde{\boldsymbol{j}}_{*}$, in $L^{2}\left(\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(t)) \times\left[0, T_{0}\right]\right)$.
Then (3.10) implies $\left|u^{\varepsilon}\right| \rightarrow 1$ in $L^{2}\left(\mathbb{T}^{2} \times\left[0, T_{0}\right]\right)$. As a result, $\boldsymbol{j}\left(u^{\varepsilon}\right)=\left|u^{\varepsilon}\right| \frac{j\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}$ converges weakly to $\widetilde{\boldsymbol{j}}_{*}$ in $L^{1}\left(\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(t)) \times\left[0, T_{0}\right]\right)$. Hence, $\widetilde{\boldsymbol{j}}_{*}=\boldsymbol{j}\left(u_{*}\right)$ by (3.4), which together with (3.18) implies that $\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|} \rightharpoonup \boldsymbol{j}\left(u_{*}\right)$ in $L^{2}\left(\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(t)) \times\left[0, T_{0}\right]\right)$. Noting that $0<\rho<r_{\boldsymbol{b}}$ is arbitrary, we obtain (3.5).

### 3.3. Estimates of $L^{2}$-norm of $\nabla\left|u^{\varepsilon}\right|$ and $\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)$

Lemma 3.3. Assume that $u^{\varepsilon}, u_{0}^{\varepsilon}, \boldsymbol{b}_{j}, u_{*}$ are the same as in Lemma 3.2, and $0<\rho \ll 1$. Then there exists a positive constant $C$ such that for any $\left[t_{1}, t_{2}\right] \subset[0, T)$, we have

$$
\begin{align*}
& \limsup _{\varepsilon \rightarrow 0} \int_{t_{1}}^{t_{2}} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))}\left[e\left(\left|u^{\varepsilon}(s)\right|\right)+\left\lvert\, \frac{\boldsymbol{j}\left(u^{\varepsilon}(s)\right)}{\left|u^{\varepsilon}(s)\right|}-\boldsymbol{j}\left(\left.u_{*}(s)\right|^{2}\right] d \boldsymbol{x} d s\right.\right. \\
& \quad \leq C \int_{t_{1}}^{t_{2}}\left|W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right)-W_{\mathbb{T}^{2}}(\boldsymbol{b}(s))\right| d s \tag{3.19}
\end{align*}
$$

Proof. By Lemma 3 in [4], we have for $0<\varepsilon \leq \rho$,
$\int_{B_{\rho}\left(\boldsymbol{b}_{j}(s)\right)} e\left(u^{\varepsilon}\right) d \boldsymbol{x}-\left(\gamma+\pi \log \frac{\rho}{\varepsilon}\right) \geq-\Sigma_{1}(\varepsilon)$,
where
$\Sigma_{1}(\varepsilon)=C \frac{\varepsilon}{\rho} \sqrt{\log \frac{\rho}{\varepsilon}}+\frac{C}{\rho}\left\|J(u)-\pi \delta_{\boldsymbol{b}_{j}(s)}\right\|_{W^{-1,1}\left(B_{\rho}\left(\boldsymbol{b}_{j}(s)\right)\right)}$.
Combining (3.20), (1.5) and (1.24), we obtain

$$
\begin{align*}
\int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))} e\left(u^{\varepsilon}\right) d \boldsymbol{x} & =E\left(u^{\varepsilon}(s)\right)-\sum_{j=1}^{2 N} \int_{B_{\rho}\left(\boldsymbol{b}_{j}(s)\right)} e\left(u^{\varepsilon}(s)\right) d \boldsymbol{x} \\
& \leq E\left(u_{0}^{\varepsilon}\right)-2 N\left(\gamma+\pi \log \frac{\rho}{\varepsilon}\right)+\Sigma_{1}(\varepsilon) \\
& \leq W_{\mathbb{T}^{2}}^{\varepsilon}\left(\boldsymbol{a}^{0}\right)-2 N\left(\gamma+\pi \log \frac{\rho}{\varepsilon}\right)+\Sigma_{1}(\varepsilon) \\
& =2 N \pi \log \frac{1}{\rho}+W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right)+\Sigma_{1}(\varepsilon) . \tag{3.22}
\end{align*}
$$

Combining (2.20) and (3.22), we get

$$
\begin{equation*}
\int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))}\left(e\left(u^{\varepsilon}\right)-e\left(u_{*}\right)\right) d \boldsymbol{x} \leq W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right)-W_{\mathbb{T}^{2}}(\boldsymbol{b}(s))+O\left(\rho^{2}\right)+\Sigma_{1}(\varepsilon) \tag{3.23}
\end{equation*}
$$

Noting that
$e\left(u^{\varepsilon}\right)-e\left(u_{*}\right)=e\left(\left|u^{\varepsilon}\right|\right)+\frac{1}{2}\left|\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right|^{2}+\boldsymbol{j}\left(u_{*}\right) \cdot\left(\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right)$,
(3.23) implies

$$
\begin{align*}
& \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))}\left(e\left(\left|u^{\varepsilon}\right|\right)+\frac{1}{2}\left|\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|\boldsymbol{u}^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right|^{2}\right) d \boldsymbol{x} \\
& \quad \leq\left|W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right)-W_{\mathbb{T}^{2}}(\boldsymbol{b}(s))\right|+O\left(\rho^{2}\right)+\Sigma_{1}(\varepsilon) \\
& \quad-\int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))} \boldsymbol{j}\left(u_{*}\right) \cdot\left(\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right) d \boldsymbol{x} . \tag{3.25}
\end{align*}
$$

Integrating both sides of (3.25) with respect to $s$ over $\left[t_{1}, t_{2}\right]$, we obtain

$$
\begin{align*}
& \int_{t_{1}}^{t_{2}} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))}\left(e\left(\left|u^{\varepsilon}\right|\right)+\frac{1}{2}\left|\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right|^{2}\right) d \boldsymbol{x} d s \\
& \quad \leq \int_{t_{1}}^{t_{2}}\left|W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right)-W_{\mathbb{T}^{2}}(\boldsymbol{b}(s))\right| d s+O\left(\rho^{2}\right)+\left(t_{2}-t_{1}\right) \Sigma_{1}(\varepsilon) \\
& \quad-\int_{t_{1}}^{t_{2}} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))} \boldsymbol{j}\left(u_{*}\right) \cdot\left(\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right) d \boldsymbol{x} d s \tag{3.26}
\end{align*}
$$

By (3.5), letting $\varepsilon \rightarrow 0$ on both sides of (3.26), we obtain

$$
\begin{align*}
& \limsup _{\varepsilon \rightarrow 0} \int_{t_{1}}^{t_{2}} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))}\left(e\left(\left|u^{\varepsilon}\right|\right)+\frac{1}{2}\left|\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right|^{2}\right) d \boldsymbol{x} d s \\
& \quad \leq \int_{t_{1}}^{t_{2}}\left|W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right)-W_{\mathbb{T}^{2}}(\boldsymbol{b}(s))\right| d s+O\left(\rho^{2}\right) \tag{3.27}
\end{align*}
$$

Here, we have used
$\boldsymbol{j}\left(u_{*}\right) \in L_{l o c}^{2}\left(\mathbb{T}_{*}^{2}(\boldsymbol{b}(t)) \times\left[t_{1}, t_{2}\right]\right)$,
which is a direct corollary of (3.2), (2.14) and $F \in C_{\text {loc }}^{\infty}\left(\mathbb{T}^{2} \backslash\{\mathbf{0}\}\right)$.
Since the estimate above works for any $\rho^{\prime}<\rho$ and $\mathbb{T}_{\rho^{\prime}}^{2}(\boldsymbol{b}(s)) \supset$ $\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))$, we have

$$
\begin{align*}
& \underset{\varepsilon \rightarrow 0}{\limsup } \int_{t_{1}}^{t_{2}} \int_{\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))}\left(e\left(\left|u^{\varepsilon}\right|\right)+\frac{1}{2}\left|\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|\boldsymbol{u}^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right|^{2}\right) d \boldsymbol{x} d s \\
& \quad \leq \limsup _{\varepsilon \rightarrow 0} \int_{t_{1}}^{t_{2}} \int_{\mathbb{T}_{\rho^{2}}(\boldsymbol{b}(s))}\left(e\left(\left|u^{\varepsilon}\right|\right)+\frac{1}{2}\left|\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right|^{2}\right) d \boldsymbol{x} d s \\
& \quad \leq \int_{t_{1}}^{t_{2}}\left|W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right)-W_{\mathbb{T}^{2}}(\boldsymbol{b}(s))\right| d s+O\left(\left(\rho^{\prime}\right)^{2}\right) . \tag{3.29}
\end{align*}
$$

Letting $\rho^{\prime} \rightarrow 0$, we obtain (3.19).

## 4. Proof of our main result and its extension

In this section, we prove the main result Theorem 1.1 and then discuss its extension to torus with arbitrary length and width.

### 4.1. Proof of our main result

Proof of Theorem 1.1. Recall $\boldsymbol{a}$ is the solution of (1.27) and $\boldsymbol{b}, T$ were obtained in Lemma 3.1. Define
$T_{1}=\inf \left\{t>0 \mid \exists 1 \leq j<k \leq 2 N\right.$ such that $\left.\left|\boldsymbol{a}_{j}(t)-\boldsymbol{a}_{k}(t)\right|=0\right\}$,
$T_{2}:=\min \left\{T, T_{1}\right\}$,
$\zeta(t):=\sum_{j=1}^{2 N}\left|\boldsymbol{b}_{j}(t)-\boldsymbol{a}_{j}(t)\right|, \quad t \geq 0$.
For any $\widetilde{T}<T_{2}$, Lemma 3.1 and the definition of $\boldsymbol{a}$ (1.27) imply that both $\boldsymbol{b}(t)$ and $\boldsymbol{a}(t)$ are Lipschitz on $[0, \widetilde{T}]$. Hence, there exists a constant $C_{*}$ such that
$|\boldsymbol{a}(t)-\boldsymbol{a}(0)|+|\boldsymbol{b}(t)-\boldsymbol{b}(0)| \leq C_{*} t$,
which together with (4.2) implies that
$|\zeta(t)-\zeta(0)| \leq 2 N C_{*} t$.
Lemma 3.1 and the definition of $\boldsymbol{a}$ (1.27) imply that $\boldsymbol{b}(0)=$ $\boldsymbol{a}^{0}, \boldsymbol{a}(0)=\boldsymbol{a}^{0}$. Hence, (4.2) implies
$\zeta(0)=\sum_{j=1}^{2 N}\left|\boldsymbol{b}_{j}(0)-\boldsymbol{a}_{j}(0)\right|=\sum_{j=1}^{2 N}\left|\boldsymbol{a}_{j}^{0}-\boldsymbol{a}_{j}^{0}\right|=0$.

Then, combining (4.4) and (4.5) we have
$\zeta(t) \leq \frac{r}{4}, \quad$ for $0 \leq t \leq \tau_{0}:=\frac{r}{8 N C_{*}}$,
with

$$
\begin{align*}
& r=\frac{1}{4} \min \left\{\left|\boldsymbol{a}_{j}(t)-\boldsymbol{a}_{k}(t)\right|,\left|\boldsymbol{b}_{j}(t)-\boldsymbol{b}_{k}(t)\right| \mid 1 \leq j<k \leq 2 N,\right. \\
& \quad 0 \leq t \leq \widetilde{T}\} .
\end{align*}
$$

We first prove $\boldsymbol{b}(t)=\boldsymbol{a}(t)$, which is equivalent to $\zeta(t)=0$ on [ $0, \tau_{0}$ ].

Substituting (1.27) into the derivative of $\zeta(t)$, we have

$$
\begin{align*}
\dot{\zeta}(t) \leq & \sum_{j=1}^{2 N}\left|\dot{\boldsymbol{a}}_{j}(t)-\dot{\boldsymbol{b}}_{j}(t)\right|=\sum_{j=1}^{2 N}\left|-d_{j} \frac{1}{\pi} \mathbb{J} \nabla_{\boldsymbol{a}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{a}(t))-\dot{\boldsymbol{b}}_{j}(t)\right| \\
\leq & \sum_{j=1}^{2 N}\left|-d_{j} \frac{1}{\pi} \mathbb{J} \nabla_{\boldsymbol{a}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{a}(t))+d_{j} \frac{1}{\pi} \mathbb{J} \nabla_{\mathbf{b}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{b}(t))\right| \\
& +\sum_{j=1}^{2 N}\left|-d_{j} \frac{1}{\pi} \mathbb{J} \nabla_{\boldsymbol{b}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{b}(t))-\dot{\boldsymbol{b}}_{j}(t)\right| \\
= & \sum_{j=1}^{2 N} B_{j}(t)+\sum_{j=1}^{2 N} A_{j}(t), \tag{4.8}
\end{align*}
$$

where
$A_{j}(t)=\left|\dot{\boldsymbol{b}}_{j}(t)+d_{j} \frac{1}{\pi} \mathbb{J}_{\boldsymbol{b}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{b}(t))\right|$,
$B_{j}(t)=\left|-d_{j} \frac{1}{\pi} \mathbb{J} \nabla_{\boldsymbol{a}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{a}(t))+d_{j} \frac{1}{\pi} \mathbb{J} \nabla_{\mathbf{b}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{b}(t))\right|$.
Substituting (2.39) into the definition of $B_{j}$ in (4.10), we have

$$
\begin{align*}
B_{j}(t) \leq & 2 \mid \sum_{1 \leq k \leq 2 N,,} d_{k \neq j} \mathbb{J} \nabla F\left(\boldsymbol{a}_{j}(t)-\boldsymbol{a}_{k}(t)\right) \\
& -\sum_{1 \leq k \leq 2 N, k \neq j} d_{k} \mathbb{J} \nabla F\left(\boldsymbol{b}_{j}(t)-\boldsymbol{b}_{k}(t)\right) \mid \\
& +\left|-4 \pi \mathbb{J} \sum_{k=1}^{2 N} d_{k} \boldsymbol{a}_{k}(t)+4 \pi \mathbb{J} \sum_{k=1}^{2 N} d_{k} \boldsymbol{b}_{k}(t)\right| \\
\leq & 2 \sum_{1 \leq k \leq 2 N, k \neq j}\left|d_{k} \mathbb{J} \nabla F\left(\boldsymbol{a}_{j}(t)-\boldsymbol{a}_{k}(t)\right)-d_{k} \mathbb{J} \nabla F\left(\boldsymbol{b}_{j}(t)-\boldsymbol{b}_{k}(t)\right)\right| \\
& +8 \pi N \zeta(t) \\
\leq & 2 \zeta(t) \sum_{1 \leq k \leq 2 N, k \neq j}\|F\|_{C^{2}\left(B_{r}\left(\boldsymbol{b}_{j}(t)-\boldsymbol{b}_{k}(t)\right)\right)}+8 \pi N \zeta(t) . \tag{4.11}
\end{align*}
$$

In the above, we have used the following inequality by noting (4.2) and (4.6)

$$
\begin{aligned}
& \left|\left(\boldsymbol{a}_{j}-\boldsymbol{a}_{k}\right)-\left(\boldsymbol{b}_{j}-\boldsymbol{b}_{k}\right)\right| \leq\left|\boldsymbol{b}_{j}-\boldsymbol{a}_{j}\right|+\left|\boldsymbol{b}_{k}-\boldsymbol{a}_{k}\right| \leq \zeta<r \\
& \quad 1 \leq j \neq k \leq 2 N
\end{aligned}
$$

Since $B_{r}\left(\boldsymbol{b}_{j}(t)-\boldsymbol{b}_{k}(t)\right) \subset \mathbb{T}^{2} \backslash B_{3 r}(\mathbf{0})$, there exists a positive constant $C$ such that $\|F\|_{C^{2}\left(B_{r}\left(\boldsymbol{b}_{j}(t)-\boldsymbol{b}_{k}(t)\right)\right)} \leq C$. Hence, (4.11) implies
$B_{j}(t) \leq(4 N C+8 \pi N) \zeta(t)$.
For $A_{j}(t)$, we can find a smooth function $\eta \in C_{0}\left(B_{r}\left(\boldsymbol{b}_{j}(t)\right)\right)$ satisfying
$\eta=\eta(\boldsymbol{x})=\boldsymbol{v} \cdot \boldsymbol{x}$ in $B_{3 r / 4}\left(\boldsymbol{b}_{i}(t)\right)$,
where $\boldsymbol{v} \in \mathbb{S}^{1}$ satisfies
$A_{j}(t)=d_{j} \boldsymbol{v} \cdot\left(\dot{\boldsymbol{b}}_{j}(t)+d_{j} \frac{1}{\pi} \mathbb{J}_{\boldsymbol{b}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{b}(t))\right)$.

By (2.1.9) in [1] and (3.1), we know

$$
\begin{align*}
d_{j} \boldsymbol{v} \cdot \dot{\boldsymbol{b}}_{j}(t) & =\lim _{h \rightarrow 0} d_{j} \boldsymbol{v} \cdot \frac{1}{h}\left(\boldsymbol{b}_{j}(t+h)-\boldsymbol{b}_{j}(t)\right) \\
& \left.\left.=\lim _{h \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi h} \int_{\mathbb{T}^{2}}[\eta(\boldsymbol{x})]\left(u^{\varepsilon}(\boldsymbol{x}, t+h)\right)-\eta(\boldsymbol{x})\right]\left(u^{\varepsilon}(\boldsymbol{x}, t)\right)\right] d \boldsymbol{x} \\
& =\lim _{h \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi h} \int_{t}^{t+h} \int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta) \nabla u^{\varepsilon}, \mathbb{J} \nabla u^{\varepsilon}\right\rangle d \boldsymbol{x} d s . \tag{4.14}
\end{align*}
$$

Lemma 2.3 together with (3.2) implies
$d_{j} \boldsymbol{v} \cdot\left(d_{j} \frac{1}{\pi} \mathbb{J} \nabla_{\boldsymbol{b}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{b}(t))\right)=-\frac{1}{\pi} \int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta) \boldsymbol{j}\left(u_{*}(t)\right), \mathbb{j} \boldsymbol{j}\left(u_{*}(t)\right)\right\rangle d \boldsymbol{x}$

$$
\begin{equation*}
=-\lim _{h \rightarrow 0} \frac{1}{\pi h} \int_{t}^{t+h} \int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta) \mathbf{j}\left(u_{*}(s)\right), \mathbb{j}\left(u_{*}(s)\right)\right\rangle d \boldsymbol{x} d s \tag{4.15}
\end{equation*}
$$

Combining (4.13), (4.14) and (4.15), and noting

$$
\left\{\begin{array}{l}
\left\langle\partial_{x} u^{\varepsilon}, \partial_{x} u^{\varepsilon}\right\rangle=\frac{1}{\left|u^{\varepsilon}\right|^{2}}\left(j_{1}\left(u^{\varepsilon}\right)\right)^{2}+\left(\partial_{x}\left|u^{\varepsilon}\right|\right)^{2}, \\
\left\langle\partial_{x} u^{\varepsilon}, \partial_{y} u^{\varepsilon}\right\rangle=\frac{1}{\left|u^{\varepsilon}\right|^{2}} j_{1}\left(u^{\varepsilon}\right) j_{2}\left(u^{\varepsilon}\right)+\partial_{x}\left|u^{\varepsilon}\right| \partial_{y}\left|u^{\varepsilon}\right|,  \tag{4.16}\\
\left\langle\partial_{y} u^{\varepsilon}, \partial_{y} u^{\varepsilon}\right\rangle=\frac{1}{\left|u^{\varepsilon}\right|^{2}}\left(j_{2}\left(u^{\varepsilon}\right)\right)^{2}+\left(\partial_{y}\left|u^{\varepsilon}\right|\right)^{2},
\end{array}\right.
$$

which is a corollary of
$\nabla u^{\varepsilon}=\frac{u^{\varepsilon}}{\left|u^{\varepsilon}\right|} \nabla\left|u^{\varepsilon}\right|+\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|} \frac{i u^{\varepsilon}}{\left|u^{\varepsilon}\right|}$,
one gets

$$
\begin{align*}
A_{j}(t)= & \lim _{h \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi h} \int_{t}^{t+h} \int_{\mathbb{T}^{2}}\left[\left\langle\operatorname{Hess}(\eta) \nabla u^{\varepsilon}, \mathbb{J} \nabla u^{\varepsilon}\right\rangle\right. \\
& \left.-\left\langle\operatorname{Hess}(\eta) \mathbf{j}\left(u_{*}\right), \mathbb{J}\left(u_{*}\right)\right\rangle\right] d \boldsymbol{x} d s \\
= & L_{j}(t)+K_{j}(t)=L_{j}(t)+K_{j 1}(t)+K_{j 2}(t)+K_{j 3}(t), \tag{4.18}
\end{align*}
$$

where

$$
\begin{align*}
L_{j}(t)= & \lim _{h \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi h} \int_{t}^{t+h} \int_{\mathbb{T}^{2}}\langle\operatorname{Hess}(\eta) \nabla| u^{\varepsilon}|, \mathbb{d} \nabla| u^{\varepsilon}| \rangle d \boldsymbol{x} d s,  \tag{4.19}\\
K_{j}(t)= & \lim _{h \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi h} \int_{t}^{t+h} \int_{\mathbb{T}^{2}}\left[\left\langle\operatorname{Hess}(\eta) \frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}, \frac{\mathbb{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}\right\rangle\right. \\
& \left.-\left\langle\operatorname{Hess}(\eta) \mathbf{j}\left(u_{*}\right), \mathbb{J}\left(u_{*}\right)\right\rangle\right] d \boldsymbol{x} d s,  \tag{4.20}\\
K_{j 1}(t)= & \lim _{h \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi h} \int_{t}^{t+h} \int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta)\left(\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right),\right. \\
& \left.\mathbb{J}\left(\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right)\right\rangle d \boldsymbol{x} d s, \tag{4.21}
\end{align*}
$$

$K_{j 2}(t)=\lim _{h \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi h} \int_{t}^{t+h} \int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta) \boldsymbol{j}\left(u_{*}\right), \mathbb{J}\left(\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right)\right\rangle d \boldsymbol{x} d s$,
$K_{j 3}(t)=\lim _{h \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi h} \int_{t}^{t+h} \int_{\mathbb{T}^{2}}\left\langle\operatorname{Hess}(\eta)\left(\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|u^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right), \mathbb{j}\left(u_{*}\right)\right\rangle d \boldsymbol{x} d s$.
$\operatorname{Noting}(3.28)$ and $\operatorname{Hess}(\eta) \in C_{0}\left(B_{r}\left(\boldsymbol{b}_{j}(t)\right) \backslash B_{3 r / 4}\left(\boldsymbol{b}_{j}(t)\right)\right)$, substituting (3.5) to (4.22) and (4.23), we obtain

$$
\begin{equation*}
K_{j 2}(t) \equiv 0, \quad K_{j 3}(t) \equiv 0 \tag{4.24}
\end{equation*}
$$

Thus, it only remains to estimate $L_{j}(t)$ and $K_{j 1}(t)$. By definition (4.19) and (4.21),

$$
\begin{aligned}
\left|K_{j 1}(t)\right|+\left|L_{j}(t)\right| \leq & C \lim _{h \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{1}{\pi h} \int_{t}^{t+h}\left(\left\|\frac{\boldsymbol{j}\left(u^{\varepsilon}\right)}{\left|\boldsymbol{u}^{\varepsilon}\right|}-\boldsymbol{j}\left(u_{*}\right)\right\|_{L^{2}\left(\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))\right)}\right. \\
& \left.+\left\|\nabla\left|u^{\varepsilon}\right|\right\|_{L^{2}\left(\mathbb{T}_{\rho}^{2}(\boldsymbol{b}(s))\right)}\right) d s .
\end{aligned}
$$

Then by Lemma 3.3, we have

$$
\begin{align*}
\left|K_{j 1}(t)\right|+\left|L_{j}(t)\right| & \leq C \lim _{h \rightarrow 0} \frac{1}{\pi h} \int_{t}^{t+h}\left|W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right)-W_{\mathbb{T}^{2}}(\boldsymbol{b}(s))\right| d s \\
& \leq \frac{C}{\pi}\left|W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right)-W_{\mathbb{T}^{2}}(\boldsymbol{b}(t))\right| . \tag{4.25}
\end{align*}
$$

Noting (1.22) and (1.27), differentiate $W_{\mathbb{T}^{2}}(\boldsymbol{a}(t))$ with respect to $t$ :

$$
\begin{align*}
\frac{d}{d t} W_{\mathbb{T}^{2}}(\boldsymbol{a}(t)) & =\sum_{j=1}^{2 N} \nabla_{\boldsymbol{a}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{a}(t)) \cdot \dot{\boldsymbol{a}}_{j}(t) \\
& =\nabla_{\boldsymbol{a}_{j}} W_{\mathbb{T}^{2}}(\boldsymbol{a}) \cdot\left(-\frac{1}{\pi} d_{j} \mathbb{J}_{\boldsymbol{a}_{i}} W_{\mathbb{T}^{2}}(\boldsymbol{a})\right)=0 . \tag{4.26}
\end{align*}
$$

This implies that $W_{\mathbb{T}^{2}}(\boldsymbol{a}(t)) \equiv W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right)$. As a result, (4.25) gives
$\left|K_{j 1}(t)\right|+\left|L_{j}(t)\right| \leq \frac{C}{\pi}\left|W_{\mathbb{T}^{2}}(\boldsymbol{a}(t))-W_{\mathbb{T}^{2}}(\boldsymbol{b}(t))\right| \leq C \zeta(t)$.
Combining (4.8), (4.12), (4.18), (4.24) and (4.27), we obtain
$\dot{\zeta}(t) \leq \sum_{j=1}^{2 N} B_{j}(t)+\sum_{j=1}^{2 N}\left(L_{j}(t)+K_{j 1}(t)+K_{j 2}(t)+K_{j 3}(t)\right) \leq C \zeta(t)$,
which implies $\zeta(t) \equiv 0$ on $\left[0, \tau_{0}\right]$ together with (4.5). Hence, $\boldsymbol{b}(t)=\boldsymbol{a}(t)$ on $\left[0, \tau_{0}\right]$. Recall the definition of $\tau_{0}$ in (4.7). $\tau_{0}$ is a constant whenever $T$ is chosen. Hence we can repeat the above proof on $\left[\tau_{0}, 2 \tau_{0}\right]$, $\left[2 \tau_{0}, 3 \tau_{0}\right]$ and so on. Then we have $\boldsymbol{b}(t)=\boldsymbol{a}(t)$ for any $t \in[0, T]$. Since $T<T_{2}$ is arbitrary, we have $\boldsymbol{b}(t)=\boldsymbol{a}(t)$ for any $t \in\left[0, T_{2}\right.$ ). Then (3.3) and (4.1) imply that $T=T^{\prime}=$ $\widetilde{T}$. Noting (3.1) and the equivalence between (1.26) and (1.27), $\boldsymbol{b}(t)=\boldsymbol{a}(t)$ both satisfy (1.25) and (1.26) on [0,T).

### 4.2. Extension to torus with arbitrary length and width

We can extend our result to the case of the nonlinear Schrödinger equation on torus with arbitrary length and width $\mathbb{T}_{l w}^{2}=(\mathbb{R} / \mathbb{Z}) \times(\mathbb{R} / w \mathbb{Z})$ with $l>0$ and $w>0$ :
$i \partial_{t} u^{\varepsilon}(\boldsymbol{x}, t)-\Delta u^{\varepsilon}(\boldsymbol{x}, t)+\frac{1}{\varepsilon^{2}}\left(\left|u^{\varepsilon}(\boldsymbol{x}, t)\right|^{2}-1\right) u^{\varepsilon}(\boldsymbol{x}, t)$

$$
\begin{equation*}
=0, \quad \boldsymbol{x} \in \mathbb{T}_{l w}^{2}, t>0, \tag{4.28}
\end{equation*}
$$

with initial data
$u^{\varepsilon}(\boldsymbol{x}, 0)=u_{0}^{\varepsilon}(\boldsymbol{x}), \quad \boldsymbol{x} \in \mathbb{T}_{l w}^{2}$.
Define the renormalized energy $W_{l w}$ on $\mathbb{T}_{l w}^{2}$ for $\boldsymbol{a}=\left(\boldsymbol{a}_{1}, \ldots\right.$, $\left.\boldsymbol{a}_{2 N}\right)^{T} \in\left(\mathbb{T}_{l w}^{2}\right)^{2 N}$ with $\boldsymbol{a}_{j} \neq \boldsymbol{a}_{k}(j \neq k)$ by
$W_{l w}(\boldsymbol{a})=-\pi \sum_{1 \leq k \neq m \leq 2 N} d_{k} d_{m} F_{l w}\left(\boldsymbol{a}_{k}-\boldsymbol{a}_{m}\right)+\frac{2 \pi^{2}}{l w}\left|\sum_{k=1}^{2 N} d_{k} \boldsymbol{a}_{k}\right|^{2}$,
with $F_{l w}$ the solution of
$\Delta F_{l w}(\boldsymbol{x})=2 \pi\left(\delta(\boldsymbol{x})-\frac{1}{l w}\right)$ on $\mathbb{T}_{l w}^{2}, \quad$ with $\int_{\mathbb{T}_{l w}^{2}} F_{l w}(\boldsymbol{x}) d \boldsymbol{x}=0$.
Then we can repeat the proof of Theorem 1.1 with some adjustments to prove the following result:

Corollary 4.1 (Reduced Dynamical Law For The NLSE On torus With Arbitrary Length and Width). Assume there exist $2 N$ distinct points $\boldsymbol{a}_{1}^{0}, \ldots, \boldsymbol{a}_{2 N}^{0} \in \mathbb{T}_{l w}^{2}$ and $\boldsymbol{a}^{0}=\left(\boldsymbol{a}_{1}^{0}, \ldots, \boldsymbol{a}_{2 N}^{0}\right)^{T}$ such that the initial data $u_{0}^{\varepsilon}$ in (4.29) satisfies
$J\left(u_{0}^{\varepsilon}\right) \xrightarrow{\varepsilon \rightarrow 0^{+}} \pi \sum_{j=1}^{2 N} d_{j} \delta_{a_{j}^{0}}$ in $W^{-1,1}\left(\mathbb{T}_{l w}^{2}\right)$,

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} \int_{\mathbb{T}_{l w}^{2}} \boldsymbol{j}\left(u_{0}^{\varepsilon}(\boldsymbol{x})\right) d \boldsymbol{x}=\widehat{\boldsymbol{Q}}_{0}=2 \pi \mathbb{J} \sum_{j=1}^{2 N} d_{j} \boldsymbol{a}_{j}^{0},  \tag{4.31}\\
& \limsup _{\varepsilon \rightarrow 0}\left[\int_{\mathbb{T}_{l w}^{2}} e\left(u_{0}^{\varepsilon}(\boldsymbol{x})\right) d \boldsymbol{x}-2 N\left(\pi \log \frac{1}{\varepsilon}+\gamma\right)-W_{l w}\left(\boldsymbol{a}^{0}\right)\right] \leq 0 . \tag{4.32}
\end{align*}
$$

Then there exist a time $\widehat{T}>0$ and $2 N$ Lipschitz paths $\boldsymbol{a}_{j}:[0, \widehat{T}) \rightarrow$ $\mathbb{T}_{l w}^{2}$ for $j=1, \ldots, 2 N$, such that the solution $u^{\varepsilon}$ of the NLSE (4.28) with (4.29) satisfies
$J\left(u^{\varepsilon}(t)\right) \xrightarrow{\varepsilon \rightarrow 0^{+}} \pi \sum_{j=1}^{2 N} d_{j} \delta_{\boldsymbol{a}_{j}(t)}$ in $W^{-1,1}\left(\mathbb{T}_{l w}^{2}\right)$,
and $\boldsymbol{a}_{j}(1 \leq j \leq 2 N)$ satisfy the following reduced dynamical law:
$\dot{\boldsymbol{a}}_{j}=-d_{j} \frac{1}{\pi} \mathbb{J} \nabla_{\boldsymbol{a}_{j}} W_{l w}(\boldsymbol{a})$

$$
\begin{equation*}
=\mathbb{J}\left(2 \sum_{1 \leq k \leq 2 N, k \neq j} d_{k} \nabla F_{l w}\left(\boldsymbol{a}_{j}-\boldsymbol{a}_{k}\right)\right)-\frac{2}{l w} \boldsymbol{Q}_{0}, \quad t>0, \tag{4.34}
\end{equation*}
$$

with the initial data $\boldsymbol{a}_{j}(0)=\boldsymbol{a}_{j}^{0}$ for $1 \leq j \leq 2 N$.

## 5. Some properties of the reduced dynamical law

In this section, we show some first integrals of the reduced dynamical law (1.26) (or (1.27)) and present analytical solutions for several initial setups with symmetry.

### 5.1. First integrals

Define
$\xi(\boldsymbol{a}):=\frac{1}{4} \sum_{1 \leq j \neq k \leq 2 N} d_{j} d_{k}\left|\boldsymbol{a}_{j}-\boldsymbol{a}_{k}\right|^{2}, \quad \boldsymbol{a} \in\left(\mathbb{T}^{2}\right)_{*}^{2 N}$.
Then we have
Lemma 5.1. Let $\boldsymbol{a}:=\boldsymbol{a}(t)=\left(\boldsymbol{a}_{1}(t), \ldots, \boldsymbol{a}_{2 N}(t)\right)^{T} \in\left(\mathbb{T}^{2}\right)_{*}^{2 N}$ be the solution of the reduced dynamical law (1.26) (or (1.27)) with (1.15). Then $\boldsymbol{q}(\boldsymbol{a}), W_{\mathbb{T}^{2}}(\boldsymbol{a})$ and $\xi(\boldsymbol{a})$ defined in (1.28), (1.22) and (5.1), respectively, are three first integrals, i.e.
$\boldsymbol{q}(\boldsymbol{a}):=\boldsymbol{q}(\boldsymbol{a}(t)) \equiv \boldsymbol{q}(\boldsymbol{a}(0))=\boldsymbol{q}\left(\boldsymbol{a}^{0}\right)=\frac{1}{2 \pi} \mathbf{Q}_{0}$,
$W_{\mathbb{T}^{2}}(\boldsymbol{a}):=W_{\mathbb{T}^{2}}(\boldsymbol{a}(t)) \equiv W_{\mathbb{T}^{2}}(\boldsymbol{a}(0))=W_{\mathbb{T}^{2}}\left(\boldsymbol{a}^{0}\right), \quad t \geq 0$,
$\xi(\boldsymbol{a}):=\xi(\boldsymbol{a}(t)) \equiv \xi(\boldsymbol{a}(0))=\xi\left(\boldsymbol{a}^{0}\right)$.
Proof. Differentiating (1.28) with respect to $t$, noting (1.27), (1.7), (2.39), and that $F$ is an even function, we have

$$
\begin{aligned}
\frac{d}{d t} & \boldsymbol{q}(\boldsymbol{a}(t)) \\
& =2 \mathbb{J} \sum_{j=1}^{2 N} d_{j} \mathbb{J}\left(\sum_{1 \leq k \leq 2 N, k \neq j} d_{k} \nabla F\left(\boldsymbol{a}_{j}(t)-\boldsymbol{a}_{k}(t)\right)-2 \pi \sum_{k=1}^{2 N} d_{k} \boldsymbol{a}_{k}(t)\right) \\
= & -2 \sum_{1 \leq j \neq k \leq 2 N} d_{j} d_{k} \nabla F\left(\boldsymbol{a}_{j}(t)-\boldsymbol{a}_{k}(t)\right) \\
& +4 \pi\left(\sum_{j=1}^{2 N} d_{j}\right)\left(\sum_{k=1}^{2 N} d_{k} \boldsymbol{a}_{k}(t)\right)
\end{aligned}
$$

$$
=\mathbf{0}, \quad t \geq 0
$$

which immediately implies (5.2). Plugging (5.2) into (1.27), we obtain (1.26) immediately. From (4.26), we get (5.3). Finally, combining $\xi(\boldsymbol{a})=-\frac{1}{4}|\boldsymbol{q}(\boldsymbol{a})|^{2}$ with (5.2), we get (5.4).

### 5.2. Analytical solutions for several initial setups with symmetry

Lemma 5.2. When $N=1$ in (1.26), the analytical solution of (1.26) with (1.15) is given as
$\boldsymbol{a}_{1}(t)=\boldsymbol{a}_{1}^{0}+\boldsymbol{p} t, \quad \boldsymbol{a}_{2}(t)=\boldsymbol{a}_{2}^{0}+\boldsymbol{p} t$,
with
$\boldsymbol{p}=-2 \mathbb{J} \nabla F\left(\boldsymbol{a}_{1}^{0}-\boldsymbol{a}_{2}^{0}\right)-2 \boldsymbol{Q}_{0}$
Proof. Clearly, (5.5) implies that $\boldsymbol{a}(t)=\left(\boldsymbol{a}_{1}(t), \boldsymbol{a}_{2}(t)\right)^{T}$ satisfies the initial data of (1.26) and
$\boldsymbol{a}_{1}(t)-\boldsymbol{a}_{2}(t) \equiv \boldsymbol{a}_{1}^{0}-\boldsymbol{a}_{2}^{0}, \quad t \geq 0$.
Noting that $F$ is an even function and substituting (5.7) into (1.26), we have that the right hand-side of $(1.26)$ is equal to $(j=1,2$ respectively)

$$
\begin{align*}
2 d_{2} \mathbb{J} \nabla F\left(\boldsymbol{a}_{1}(t)-\boldsymbol{a}_{2}(t)\right)-2 \boldsymbol{Q}_{0} & =-2 \mathbb{J} \nabla F\left(\boldsymbol{a}_{1}^{0}-\boldsymbol{a}_{2}^{0}\right)-2 \boldsymbol{Q}_{0}=\boldsymbol{p}, \\
2 d_{1} \mathbb{J} \nabla F\left(\boldsymbol{a}_{2}(t)-\boldsymbol{a}_{1}(t)\right)-2 \boldsymbol{Q}_{0} & =2 \mathbb{J} \nabla F\left(-\left(\boldsymbol{a}_{1}^{0}-\boldsymbol{a}_{2}^{0}\right)\right)-2 \boldsymbol{Q}_{0} \\
=-2 \mathbb{J} \nabla F\left(\boldsymbol{a}_{1}^{0}-\boldsymbol{a}_{2}^{0}\right)-2 \mathbf{Q}_{0} & =\boldsymbol{p} . \tag{5.8}
\end{align*}
$$

Differentiating $\boldsymbol{a}_{j}$ 's defined by (5.5) with respect to $t$, we have
$\dot{\boldsymbol{a}}_{1}(t)=\boldsymbol{p}, \quad \dot{\boldsymbol{a}}_{2}(t)=\boldsymbol{p}$,
which are equal to the right hand-side of (1.26). By the uniqueness of the solution of (1.26), (5.5) is the solution of (1.26) when $N=1$.

Lemma 5.3. Take $N=2$ in (1.26) and the initial data (1.15) as
$\boldsymbol{a}_{1}^{0}=(0.5,0.5)^{T}+\left(\alpha_{0}, \beta_{0}\right)^{T}, \quad \boldsymbol{a}_{2}^{0}=(0.5,0.5)^{T}-\left(\alpha_{0}, \beta_{0}\right)^{T}$,
$\boldsymbol{a}_{3}^{0}=(0.5,0.5)^{T}+\left(\beta_{0}, \alpha_{0}\right)^{T}, \quad \boldsymbol{a}_{4}^{0}=(0.5,0.5)^{T}-\left(\beta_{0}, \alpha_{0}\right)^{T}$,
with $0<\beta_{0}, \alpha_{0}<1$ such that $\mathbf{Q}_{0}=\mathbf{0}$, then the analytical solution of (1.26) with (1.15) is given as
$\boldsymbol{a}_{1}(t)=(0.5,0.5)^{T}+(\alpha(t), \beta(t))^{T}$,
$\boldsymbol{a}_{2}(t)=(0.5,0.5)^{T}-(\alpha(t), \beta(t))^{T}$,
$\boldsymbol{a}_{3}(t)=(0.5,0.5)^{T}+(\beta(t), \alpha(t))^{T}$,
$\boldsymbol{a}_{4}(t)=(0.5,0.5)^{T}-(\beta(t), \alpha(t))^{T}$,
where $(\alpha(t), \beta(t))$ is the solution of
$\left\{\begin{array}{l}\dot{\alpha}=2\left(-\partial_{y} F(\alpha-\beta, \beta-\alpha)+\partial_{y} F(2 \alpha, 2 \beta)-\partial_{y} F(\alpha+\beta, \alpha+\beta)\right), \\ \dot{\beta}=2\left(\partial_{x} F(\alpha-\beta, \beta-\alpha)-\partial_{x} F(2 \alpha, 2 \beta)+\partial_{x} F(\alpha+\beta, \alpha+\beta)\right),\end{array}\right.$
with the initial data
$\alpha(0)=\alpha_{0}, \quad \beta(0)=\beta_{0}$.
Proof. By the symmetry of (1.17), we have that $F$ satisfies
$F(x, y)=F(-x, y)=F(x,-y)=F(y, x)$.
Then, owing to the symmetry of the initial data (5.10) and the symmetry of Eq. (1.26), we can take the ansatz that the solution $\boldsymbol{a}=\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \boldsymbol{a}_{3}, \boldsymbol{a}_{4}\right)^{T}$ satisfies (5.11). Substituting (5.11) into (1.26) and noting that
$\boldsymbol{Q}_{0}=2 \pi \mathbb{J}\left(\boldsymbol{a}_{1}^{0}+\boldsymbol{a}_{2}^{0}-\boldsymbol{a}_{3}^{0}-\boldsymbol{a}_{4}^{0}\right)=\mathbf{0}$,
we have
$\dot{\boldsymbol{a}}_{1}=2 \mathbb{J}(-\nabla F(\alpha-\beta, \beta-\alpha)+\nabla F(2 \alpha, \beta)-\nabla F(\alpha+\beta, \alpha+\beta))$.

Noting $\dot{\boldsymbol{a}}_{1}=(\dot{\alpha}, \dot{\beta})$, we obtain (5.12).
Similar to Lemma 5.3, we can prove the following lemmas:
Lemma 5.4. Take $N=2$ in (1.26) and the initial data (1.15) as
$\boldsymbol{a}_{1}^{0}=(0.5,0.5)^{T}+\left(\alpha_{0}, \beta_{0}\right)^{T}, \quad \boldsymbol{a}_{2}^{0}=(0.5,0.5)^{T}-\left(\alpha_{0}, \beta_{0}\right)^{T}$,
$\boldsymbol{a}_{3}^{0}=(0.5,0.5)^{T}+\left(\alpha_{0},-\beta_{0}\right)^{T}, \quad \boldsymbol{a}_{4}^{0}=(0.5,0.5)^{T}-\left(\alpha_{0},-\beta_{0}\right)^{T}$,
with $0<\beta_{0}, \alpha_{0}<1$ such that $\mathbf{Q}_{0}=\mathbf{0}$, then the analytical solution of (1.26) with (1.15) is given as
$\boldsymbol{a}_{1}(t)=(0.5,0.5)^{T}+(\alpha(t), \beta(t))^{T}$,
$\boldsymbol{a}_{2}(t)=(0.5,0.5)^{T}-(\alpha(t), \beta(t))^{T}$,
$\boldsymbol{a}_{3}(t)=(0.5,0.5)^{T}+(\alpha(t),-\beta(t))^{T}$,
$\boldsymbol{a}_{4}(t)=(0.5,0.5)^{T}-(\alpha(t),-\beta(t))^{T}$,
where $(\alpha(t), \beta(t))$ is the solution of
$\left\{\begin{array}{l}\dot{\alpha}=2\left(\partial_{y} F(2 \alpha, 2 \beta)-\partial_{y} F(0,2 \beta)\right), \\ \dot{\beta}=2\left(-\partial_{x} F(2 \alpha, 2 \beta)+\partial_{x} F(2 \alpha, 0)\right),\end{array}\right.$
with the initial data (5.13).
Lemma 5.5. Take $N=2$ in (1.26) and the initial data (1.15) as
$\boldsymbol{a}_{1}^{0}=\left(x_{0}, 0.25\right)^{T}+\left(\alpha_{0}, \beta_{0}\right)^{T}, \quad \boldsymbol{a}_{2}^{0}=\left(x_{0}, 0.25\right)^{T}-\left(\alpha_{0}, \beta_{0}\right)^{T}$,
$\boldsymbol{a}_{3}^{0}=\left(x_{0}, 0.75\right)^{T}+\left(\alpha_{0},-\beta_{0}\right)^{T}, \quad \boldsymbol{a}_{4}^{0}=\left(x_{0}, 0.75\right)^{T}-\left(\alpha_{0},-\beta_{0}\right)^{T}$,
with $0<\beta_{0}, \alpha_{0}<1$ such that $\mathbf{Q}_{0} \neq \mathbf{0}$, then the analytical solution of (1.26) with (1.15) is given as
$\boldsymbol{a}_{1}(t)=\left(x_{0}, 0.25\right)^{T}+(\alpha(t), \beta(t))^{T}-2 t \boldsymbol{Q}_{0}$,
$\boldsymbol{a}_{2}(t)=\left(x_{0}, 0.25\right)^{T}-(\alpha(t), \beta(t))^{T}-2 t \mathbf{Q}_{0}$,
$\boldsymbol{a}_{3}(t)=\left(x_{0}, 0.75\right)^{T}+(\alpha(t),-\beta(t))^{T}-2 t \mathbf{Q}_{0}$,
$\boldsymbol{a}_{4}(t)=\left(x_{0}, 0.75\right)^{T}-(\alpha(t),-\beta(t))^{T}-2 t \mathbf{Q}_{0}$,
where $(\alpha(t), \beta(t))$ is the solution of
$\left\{\begin{array}{l}\dot{\alpha}=2\left(\partial_{y} F(2 \alpha, 2 \beta)-\partial_{y}(0,2 \beta-0.5)\right), \\ \dot{\beta}=2\left(-\partial_{x} F(2 \alpha, 2 \beta)+\partial_{x} F(2 \alpha, 0.5)\right),\end{array}\right.$
with the initial data (5.13).
To illustrate the solution of (1.26) with the initial data (1.15) for a few special setups, we solve it numerically by adopting the fourth-order Runge-Kutta method with time step $\Delta t=10^{-4}$. Fig. 3 plots the solutions of (1.26) with $N=1$ and different initial datum in (1.15), i.e. different $\mathbf{Q}_{0}$, to illustrate the dynamics described in Lemma 5.2; and Fig. 4 shows the solutions of (1.26) with $N=2$ and different initial datum in (5.10) to illustrate the dynamics described in Lemma 5.3, in (5.17) to illustrate the dynamics described in Lemma 5.4, and in (5.20) to illustrate the dynamics described in Lemma 5.5.

## 6. Conclusion

A new reduced dynamical law for quantized vortex dynamics of the nonlinear Schödinger equation (NLSE) on the torus with non-vanishing momentum was established when the vortex core size $\varepsilon \rightarrow 0$. It is governed by a Hamiltonian flow driven by a renormalized energy on the torus and it collapses to the reduced dynamical law obtained in [1] for NLSE on the torus with vanishing momentum. The key step is to adopt a new canonical harmonic map on the torus to include the effect


Fig. 3. Trajectories of the reduced dynamics law (1.26) with $N=1$ and different initial datum in (1.15), i.e. different $\boldsymbol{Q}_{0}$, for: (i) $\boldsymbol{a}_{1}^{0}=(0.5,0.4)^{T}$ and $\boldsymbol{a}_{2}^{0}=(0.5,0.6)^{T}$ with $\boldsymbol{Q}_{0}=(-0.4 \pi, 0)^{T}$ (left), (ii) $\boldsymbol{a}_{1}^{0}=(0.4,0.4)^{T}$ and $\boldsymbol{a}_{2}^{0}=(0.6,0.6)^{T}$ with $\boldsymbol{Q}_{0}=(-0.4 \pi, 0.4 \pi)^{T}$ (middle), and (iii) $\boldsymbol{a}_{1}^{0}=(0.6,0.4)^{T}$ and $\boldsymbol{a}_{2}^{0}=(0.4,0.6)^{T}$ with $\boldsymbol{Q}_{0}=(-0.4 \pi,-0.4 \pi)^{T}$ (right). Here and in the below, we use + and $\times$ in the pictures to denote vortices with winding numbers +1 and -1 , respectively.


Fig. 4. Trajectories of the reduced dynamics law (1.26) with $N=2$ for different initial datum: (i) in (5.10) with $\alpha_{0}=-0.25$ and $\beta_{0}=0$ (left), (ii) in (5.17) with $\alpha_{0}=-0.1$ and $\beta_{0}=0.1$ (middle), and (iii) in (5.20) with $x_{0}=0.15, \alpha_{0}=-0.075$ and $\beta_{0}=0$ (right).
of the non-vanishing momentum into the dynamics. Extension of the reduced dynamical law for NLSE on torus with arbitrary length and width was discussed. Finally, three first integrals of the reduced dynamical law were presented and analytical solutions were obtained with several initial setups with symmetry.
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