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IMPROVED UNIFORM ERROR BOUNDS OF THE

TIME-SPLITTING METHODS FOR THE LONG-TIME

(NONLINEAR) SCHRÖDINGER EQUATION

WEIZHU BAO, YONGYONG CAI, AND YUE FENG

Abstract. We establish improved uniform error bounds for the time-splitting
methods for the long-time dynamics of the Schrödinger equation with small
potential and the nonlinear Schrödinger equation (NLSE) with weak nonlin-
earity. For the Schrödinger equation with small potential characterized by a
dimensionless parameter ε ∈ (0, 1], we employ the unitary flow property of the
(second-order) time-splitting Fourier pseudospectral (TSFP) method in L2-

norm to prove a uniform error bound at time tε = t/ε as C(t) ˜C(T )(hm + τ2)
up to tε ≤ Tε = T/ε for any T > 0 and uniformly for ε ∈ (0, 1], while h is the

mesh size, τ is the time step, m ≥ 2 and C̃(T ) (the local error bound) depend
on the regularity of the exact solution, and C(t) = C0 + C1t grows at most
linearly with respect to t with C0 and C1 two positive constants independent
of T , ε, h and τ . Then by introducing a new technique of regularity compen-
sation oscillation (RCO) in which the high frequency modes are controlled by
regularity and the low frequency modes are analyzed by phase cancellation and
energy method, an improved uniform (w.r.t ε) error bound at O(hm−1 + ετ2)
is established in H1-norm for the long-time dynamics up to the time at O(1/ε)
of the Schrödinger equation with O(ε)-potential with m ≥ 3. Moreover, the
RCO technique is extended to prove an improved uniform error bound at
O(hm−1 + ε2τ2) in H1-norm for the long-time dynamics up to the time at
O(1/ε2) of the cubic NLSE with O(ε2)-nonlinearity strength. Extensions to
the first-order and fourth-order time-splitting methods are discussed. Numer-
ical results are reported to validate our error estimates and to demonstrate
that they are sharp.

1. Introduction

The (nonlinear) Schrödinger equation arises in various physical phenomena, such
as quantum mechanics, Bose-Einstein condensates, laser beam propagation, plasma
and particle physics [2, 20, 31, 32, 47]. In this paper, we consider the following
Schrödinger equation

(1.1) i∂tψ(x, t) = −Δψ(x, t) + εV (x)ψ(x, t), x ∈ Ω, t > 0,
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and the nonlinear Schrödinger equation (NLSE)

(1.2) i∂tψ(x, t) = −Δψ(x, t)± ε2|ψ(x, t)|2ψ(x, t), x ∈ Ω, t > 0,

with the initial data

(1.3) ψ(x, 0) = ψ0(x), x ∈ Ω,

where Ω =
∏d

i=1(ai, bi) ⊂ Rd (d = 1, 2, 3) is a bounded domain equipped with

periodic boundary conditions. Here, t is time, x = (x1, · · · , xd)
T ∈ Rd is the

spatial coordinate, ψ(x, t) ∈ C is the complex order parameter/wave function,
V (x) ∈ R is a given external potential, ε ∈ (0, 1] is a dimensionless parameter. In
the Schrödinger equation (1.1), the amplitude of the potential is characterized by
the parameter ε ∈ (0, 1]. In the NLSE (1.2), the strength of the nonlinearity is
O(ε2) – NLSE with weak nonlinearity – and the dynamics of the NLSE (1.2) with
O(1)-initial data is equivalent to the NLSE with O(1)-nonlinearity and O(ε)-initial
data – NLSE with small initial data, e.g. by setting φ(x, t) = εψ(x, t), the NLSE
(1.2) with (1.3) becomes

(1.4)

{
i∂tφ(x, t) = −Δφ(x, t)± |φ(x, t)|2φ(x, t), x ∈ Ω, t > 0,

φ(x, 0) = εψ0(x) := φ0(x) = O(ε), x ∈ Ω.

In the past two decades, many accurate and efficient numerical methods have
been proposed and analyzed to simulate the (nonlinear) Schrödinger equation in-
cluding the finite difference time domain (FDTD) methods [1, 3, 28], the expo-
nential wave integrator Fourier pseudospectral (EWI-FP) method [21, 27, 40], the
time-splitting Fourier pseudospectral (TSFP) method [13, 18, 42, 52], etc. Among
these numerical methods, the TSFP method preserves a set of geometric proper-
ties and performs much better than the other numerical approaches regarding the
stability, efficiency, accuracy and spatial/temporal resolution [2, 10, 11]. However,
convergence analysis for the TSFP method applied to the (nonlinear) Schrödinger
equation is normally valid up to the finite-time dynamics at O(1) and we refer to
[10, 13, 32, 38, 42, 50] and references therein.

Recently, long-time behaviors of the (nonlinear) Schrödinger equation on com-
pact domains have received a great deal of attention [16, 19, 30, 32–34]. Along the
analytical front, the existence of the solution, the asymptotic behavior and con-
servation laws have been well studied in the literature [14, 17, 26, 39, 48]. From
the viewpoint of numerical analysis, the stability of the plane wave solutions and
long-time preservations of the actions and energy for the TSFP method have been
shown for the NLSE with the help of Birkhoff normal form and the modulated
Fourier expansion [25, 33, 35–37]. For the long-time error estimates of the numer-
ical schemes, improved error bounds for time-splitting methods have been proven
under the constraint that the time step τ is an integer fraction of the period of the
principal linear part [22]. Due to the usage of the properties for the periodic func-
tion, extensions of the improved error bounds to higher dimensions require that the
aspect ratio of the domain is rational. In addition, error estimates of the splitting
methods have been established with the error bound growing linearly in time for
the Maxwell’s equations [23, 24] and the Schrödinger equations [41] (semi-discrete-
in-time case). However, such linear growth of the fully discrete TSFP error bound
for the Schrödinger equation has not been reported.

The aim of this work is to establish the improved uniform error bounds for the
TSFP method for the long-time dynamics of the Schrödinger equation with small
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potential and the NLSE with weak nonlinearity, removing the previous assumptions
on the periodicity of the free Schrödinger evolutionary operator and the integer
fraction time steps. First, we prove a uniform error bound in L2-norm for the
TSFP method applied to the Schödinger equation with the constant in the error
bound growing linearly with respect to the time t. Based on this error bound, for
a given accuracy tolerance δ0 and time step τ , we could obtain the computational
time within the accuracy δ0 by using the TSFP method is O(δ0/τ

2) for ε = 1, i.e.,
with the smaller time step τ , the longer dynamics for the Schrödinger equation can
be calculated! Then by introducing a new technique of regularity compensation
oscillation (RCO) in which the high frequency modes are controlled by regularity
and the low frequency modes are analyzed by phase cancellation and energy method,
an improved uniform error bound in H1-norm for the Schrödinger equation with
O(ε)-potential up to the time O(1/ε) is carried out at O(hm−1 + ετ2 + τm−1

0 ) with
m ≥ 3 depending on the regularity of the exact solution and τ0 ∈ (0, 1) a parameter
fixed. In addition, the technique of RCO is extended to the proof of an improved
uniform error bound for the cubic NLSE with O(ε2)-nonlinearity strength up to
the time at O(1/ε2) with the error bound in H1-norm at O(hm−1 + ε2τ2 + τm−1

0 ).
Here, we briefly explain the idea of our analysis. For sufficiently regular solution,

we use the smoothness of the exact solution to control the high frequency modes (>
1/τ0) as τ

m−1
0 , where τ0 is a chosen frequency cut-off parameter. The low frequency

modes (≤ 1/τ0) will be treated by the RCO technique for sufficiently small τ and
non-resonant τ , which basically asserts that the error of the low frequency part
behaves much better (satisfies the improved error bounds) as long as the time
step size τ is non-resonant or resolves the frequency. The regularity compensation
oscillation (RCO) comes from the facts that the high modes are bounded by the
regularity of the exact solution and an order of ε could be gained by noticing that
i∂tψ + Δψ = O(εψ) from (1.1), and respectively, an order of ε2 could be gained
by i∂tψ+Δψ = O(ε2|ψ|2ψ) from (1.2), i.e., a suitable combination of higher order
derivatives could compensate the wave oscillation of magnitude O(ε)/O(ε2).

The rest of this paper is organized as follows. In Section 2, the uniform er-
ror bound for the TSFP method in L2-norm for the Schrödinger equation with
O(ε)-potential up to the final time Tε = T/ε is proven and the error is shown
to grow linearly with respect to T . Then, the improved uniform error bound in
H1-norm is rigorously established with the help of a new technique of regularity
compensation oscillation (RCO). In Section 3, the RCO technique is extended to
analyze the improved uniform error bound in H1-norm for the cubic NLSE with
O(ε2)-nonlinearity strength up to the final long-time at O(1/ε2). In Sections 2
and 3, extensive numerical results are reported to validate our error estimates and
demonstrate that they are sharp. Finally, some conclusions are drawn in Section 4.
Throughout the paper, the notation A � B is used to represent that there exists a
generic constant C > 0, which is independent of the mesh size h, time step τ and
ε such that |A| ≤ CB.

2. Improved uniform error bounds for the Schrödinger equation

In this section, we adopt the time-splitting Fourier pseudospectral (TSFP)
method to numerically solve the Schrödinger equation (1.1) and rigorously establish
the uniform error bound in L2-norm and improved uniform error bound in H1-norm
using RCO. For the simplicity of presentation, we only carry out the analysis in
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one dimension (1D) and generalizations to higher dimensions are straightforward
(see also Remark 2.9 for discussion). In 1D, the Schrödinger equation (1.1) with
the initial data (1.3) and periodic boundary conditions on the domain Ω = (a, b)
can be written as

(2.1)

⎧⎪⎨⎪⎩
i∂tψ(x, t) = −Δψ(x, t) + εV (x)ψ(x, t), a < x < b, t > 0,

ψ(a, t) = ψ(b, t), ∂xψ(a, t) = ∂xψ(b, t), t ≥ 0,

ψ(x, 0) = ψ0(x), x ∈ [a, b].

2.1. The TSFP method. By the splitting technique [42, 43, 49], the Schrödinger
equation (2.1) can be decomposed into two subproblems. The first one is

(2.2)

⎧⎪⎨⎪⎩
i∂tψ(x, t) = −Δψ(x, t), x ∈ Ω, t > 0,

ψ(a, t) = ψ(b, t), ∂xψ(a, t) = ∂xψ(b, t), t ≥ 0,

ψ(x, 0) = ψ0(x), x ∈ [a, b],

which can be solved exactly in phase space

(2.3) ψ(·, t) = eitΔψ0(·), t ≥ 0.

The second one is to solve

(2.4)

{
i∂tψ(x, t) = εV (x)ψ(x, t), x ∈ Ω, t > 0,

ψ(x, 0) = ψ0(x), x ∈ [a, b],

which can be integrated exactly in time, for x ∈ [a, b], as

(2.5) ψ(x, t) = e−iεtV (x)ψ0(x), t ≥ 0.

Choose τ > 0 as the time step size and tn = nτ for n = 0, 1, . . . as the time steps.
Denote ψ[n](x) to be the approximation of ψ(x, tn) for n ≥ 0, then a second-order
semi-discretization of the Schrödinger equation (2.1) via the Strang splitting can
be given as [46]:

(2.6) ψ[n+1](x) = Sτ (ψ
[n]) = ei

τ
2Δe−iετV (x)ei

τ
2Δψ[n](x), x ∈ Ω,

with ψ[0](x) = ψ0(x).
In space, we discretize the Schrödinger equation (2.1) by the Fourier pseudospec-

tral method. Let N be an even positive integer and choose the spatial mesh size
h = (b− a)/N , then the grid points are given as

(2.7) xj := a+ jh, j ∈ T 0
N = {j | j = 0, 1, . . . , N}.

Denote XN := {u = (u0, u1, . . . , uN )T ∈ CN+1 | u0 = uN} with the l∞-norm in
XN given as

(2.8) ‖u‖l∞ = max
0≤j≤N−1

|uj |, u ∈ XN .

Define Cper(Ω) = {u ∈ C(Ω) | u(a) = u(b)} and

YN := span
{
eiμl(x−a), x ∈ Ω, l ∈ TN

}
, TN =

{
l | l = −N

2
, . . . ,

N

2
− 1

}
,

where μl =
2πl
b−a . For any u(x) ∈ Cper(Ω) and a vector u ∈ XN , let PN : L2(Ω) →

YN be the standard L2-projection operator onto YN , IN : Cper(Ω) → YN or IN :



This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.

IMPROVED ERROR BOUNDS OF TSFP FOR NLSE 1113

XN → YN be the trigonometric interpolation operator [45], i.e.,

PNu =
∑
l∈TN

ûle
iμl(x−a), INu =

∑
l∈TN

ũle
iμl(x−a), x ∈ Ω,

where

ûl =
1

b− a

∫ b

a

u(x)e−iμl(x−a)dx, ũl =
1

N

N−1∑
j=0

uje
−iμl(xj−a), l ∈ TN ,

with uj interpreted as u(xj) when involved.
Let ψn

j be the numerical approximation of ψ(xj , tn) for j ∈ T 0
N and n ≥ 0, and

denote ψn = (ψn
0 , ψ

n
1 , . . . , ψ

n
N )T ∈ XN as the solution vector. Then, the time-

splitting Fourier pseudospectral (TSFP) method for discretizing the Schrödinger
equation (2.1) can be given for n ≥ 0 as

ψ
(1)
j =

∑
l∈TN

e−i
τμ2

l
2 (̃ψn)l e

iμl(xj−a),

ψ
(2)
j = e−iετV (xj)ψ

(1)
j , j ∈ T 0

N ,

ψn+1
j =

∑
l∈TN

e−i
τμ2

l
2

(̃
ψ(2)
)
l
eiμl(xj−a),

(2.9)

where ψ0
j = ψ0(xj) for j ∈ T 0

N .

Remark 2.1. The second-order Strang splitting is used for discretizing the
Schrödinger equation (2.1). It is straightforward to design the first-order scheme via
the Lie splitting and higher order scheme via a higher order splitting method, e.g.,
the fourth-order compact splitting method or partitioned Runge-Kutta splitting
method [12, 43, 50].

2.2. Local truncation error for the TSFP method. For proving the (im-
proved) uniform error bounds, we give some results for the local truncation error
in this subsection.

We assume the exact solution ψ(x, t) of the Schrödinger equation (2.1) up to the
time Tε = T/ε for any T > 0 satisfies

(A) ‖ψ(x, t)‖L∞([0,Tε];Hm
per)

� 1, ‖∂tψ(x, t)‖L∞([0,Tε];H
m−2
per ) � 1,

and the potential satisfies

(B) V (x) ∈ Hm∗

per , m∗ = max{m, 5},
where m describes the regularity of the exact solution. Here, Hm

per(Ω) = {φ ∈
Hm(Ω)|∂k

xφ(a) = ∂k
xφ(b), k = 0, 1, . . . ,m − 1}, with the equivalent Hm-norm on

Hm
per(Ω) given as ‖φ‖Hm =

(∑
l∈Z

(1 + μ2
l )

m|φ̂l|2
)1/2

. In the rest of this paper, we

may write ψ(t) = ψ(x, t), i.e. omit the spatial variable, when there is no confusion.
The following estimates of the local truncation error for the semi-discretization (2.6)
hold.

Lemma 2.2. Under assumptions (A) and (B) with m ≥ 3, for 0 < ε ≤ 1, the local
truncation error of the TSFP (2.9) for the Schrödinger equation with O(ε)-potential
at time tn can be written as (0 ≤ n ≤ Tε/τ − 1)

(2.10) En(x) := PNSτ (PNψ(tn))− PNψ(tn+1) = PNF(PNψ(tn)) +Rn,
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where

(2.11) F(PNψ(tn)) = −iετfn
(τ
2

)
+ iε

∫ τ

0

fn(s) ds,

with fn(s) = ei(τ−s)ΔV eisΔPNψ(tn), and the following error estimates hold

(2.12) ‖F(PNψ(tn))‖Hk � ετ3, ‖Rn‖Hk � ε2τ3 + ετhm−k, k = 0, 1.

In addition, En(x), Rn(x) ∈ YN and the L2-estimates in (2.12) hold for m ≥ 2.

Proof. The proof is standard following [41, 42], and we sketch the procedure to
emphasize the effects of spatial discretization and the parameter ε. By the Taylor
expansion for e−iετV , we have

PN (Sτ (PNψ(tn))) = eiτΔPNψ(tn)− iετPN

(
ei

τ
2ΔV ei

τ
2ΔPNψ(tn)

)
− ε2τ2PN

(∫ 1

0

(1− θ)ei
τ
2 Δe−iεθτV V 2ei

τ
2ΔPNψ(tn)dθ

)
.

On the other hand, by repeatedly using the Duhamel’s principle, we can write

PNψ(tn+1) = PN

(
eiτΔψ(tn)

)
− iεPN

(∫ τ

0

ei(τ−s)ΔV eisΔψ(tn)ds

)
− ε2PN

(∫ τ

0

∫ s

0

ei(τ−s)ΔV ei(s−w)ΔV ψ(tn + w)dwds

)
.

Recalling assumptions (A) and (B), applying Fourier projections, we have

PNψ(tn+1) = eiτΔPNψ(tn)− iε

∫ τ

0

PN

(
ei(τ−s)ΔV eisΔPNψ(tn)

)
ds

− ε2
∫ τ

0

∫ s

0

PN

(
ei(τ−s)ΔV ei(s−w)ΔV PNψ(tn + w)

)
dwds− rnh ,

with ‖rnh(x)‖L2 � ετhm and ‖rnh(x)‖H1 � ετhm−1. Introducing fn(s) as in Lemma
2.2 and

Bn (s, w) = PN

(
ei(τ−s)ΔV ei(s−w)ΔV eiwΔPNψ(tn)

)
,

the local truncation error can be written as [42]

En = PNF(PNψ(tn))−
ε2τ2

2
Bn
(τ
2
,
τ

2

)
+ ε2
∫ τ

0

∫ s

0

Bn (s, w) dwds

+ ε2rn1 + ε2rn2 + rnh ,

where F(PNψ(tn)) is given in (2.11) and

rn1 = −τ2
∫ 1

0

(1− θ)PN

(
ei

τ
2Δ(e−iεθτV − 1)V 2ei

τ
2ΔPNψ(tn)

)
dθ,

rn2 =

∫ τ

0

∫ s

0

(
PN

(
ei(τ−s)ΔV ei(s−w)ΔV PNψ(tn + w)

)
−Bn (s, w)

)
dwds.

Since eiτΔ preserves the Hs-norm and ‖(e−iεθτV − 1)V 2‖H1 � ετθ‖V ‖3H1 , we have

‖rn1 ‖H1 � ετ3‖V ‖3H1‖ψ(tn)‖H1 � ετ3.
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The following estimates are standard (cf. [42]),

‖rn2 ‖H1 � ετ3‖V ‖2H1 ‖V ψ(·)‖L∞([0,τ ];H1) � ετ3,∥∥∥∥−τ2

2
B
(τ
2
,
τ

2

)
+

∫ τ

0

∫ s

0

B (s, w) dwds

∥∥∥∥
H1

� τ3‖V ‖2H3‖ψ(tn)‖H3 � τ3.

Finally, for the major part of the local truncation error can be estimated by the
midpoint quadrature rule as [42]

(2.13) ‖F(PNψ(tn))‖H1 � ετ3‖[Δ, [Δ, V ]]PNψ(tn)‖H1 � ‖V ‖H5‖ψ(tn)‖H3 ,

where [Δ, [Δ, V ]] is the double commutator. Thus, by setting

(2.14) Rn = −ε2τ2

2
Bn
(τ
2
,
τ

2

)
+ ε2
∫ τ

0

∫ s

0

Bn (s, w) dwds+ ε2rn1 + ε2rn2 + rnh ,

we obtain the estimates in Lemma 2.2. �

2.3. Uniform error bounds in L2-norm. In this subsection, we adopt the uni-
tarity of the numerical solution flow in L2(Ω) to establish the uniform error bound
in L2-norm with linear growth in t up to the time t ≤ Tε = T/ε. We remark that
the uniform estimates are standard, while the linear growth of the error only holds
in the L2-norm. The reason is that TSFP (2.9) only preserves the L2-norm.

Theorem 2.3. Let ψn be the numerical approximation obtained from the TSFP
(2.9). Under assumptions (A) and (B) with m ≥ 2, for any 0 < ε ≤ 1, we have

(2.15) ‖ψ(x, tn)− INψn‖L2 ≤ (C0 + C1εtn)C̃(T )
(
hm + τ2

)
, 0 ≤ n ≤ T/ε

τ
,

where C0 and C1 are two positive constants independent of h, τ , n, ε and T , C̃(T )
depends on ‖ψ‖L∞([0,T ];Hm) and ‖V ‖Hm∗ .

Proof. Noticing that

(2.16) INψn − ψ(tn) = INψn − PN (ψ(tn)) + PN (ψ(tn))− ψ(tn),

under assumptions (A) and (B), we get from the standard Fourier projection prop-
erties [45]

(2.17) ‖INψn − ψ(tn)‖L2 ≤ ‖INψn − PN (ψ(tn))‖L2 + C2h
m, 0 ≤ n ≤ T/ε

τ
.

Thus, it suffices to consider the error function en ∈ YN at tn as

(2.18) en := en(x) = INψn − PNψ(tn), 0 ≤ n ≤ T/ε

τ
,

and
∥∥e0∥∥

L2 ≤ C3h
m implied by the standard projection and interpolation results.

From the local error (2.10) in Lemma 2.2, we have the error equation for en (0 ≤
n ≤ T/ε

τ − 1),

(2.19) en+1 = INψn+1 − PNψ(tn+1) = INψn+1 − PNSτ (PNψ(tn)) + En.

Noticing the fully discrete scheme (2.9) and Sτ (2.6), i.e.

INψn+1 = ei
τ
2 Δ(INψ(2)), IN (ψ(2)) = IN (e−iετV (x)ψ(1)), INψ(1) = ei

τ
2 ΔINψn,

PN (Sτ (ψ(tn))) = ei
τ
2Δ(PNψ〈2〉), ψ〈2〉 = e−iετV (x)ψ〈1〉, ψ〈1〉 = ei

τ
2ΔPNψ(tn),



This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.

1116 WEIZHU BAO, YONGYONG CAI, AND YUE FENG

in view of the facts that IN and PN are identical on YN and eiτΔ/2 preserves the

Hk-norm (k ≥ 0), using Taylor expansion e−iετV (x) = 1− iετV (x)
∫ 1
0
e−iεθτV (x) dθ

and assumptions (A) and (B), we have

‖INψn+1 − PNSτ (PNψ(tn))‖L2 = ‖INψ(2) − PNψ〈2〉‖L2 ,(2.20)

‖PNψ〈2〉 − INψ〈2〉‖L2 =

∥∥∥∥ετ (PN − IN )

(
V (x)

∫ 1

0

e−iεθτV (x) dθψ〈1〉
)∥∥∥∥

L2

≤ C4ετh
m,(2.21)

where C4 is obtained from Fourier interpolation and projection properties together

with
∥∥∥(V (x)

∫ 1
0
e−iεθτV (x) dθψ〈1〉

)∥∥∥
Hm

≤ C(‖V ‖Hm)‖ψ(tn)‖Hm . In addition, by

direct computation and Parseval’s identity, we can derive

‖INψ(2) − INψ〈2〉‖L2 =

√√√√h

N−1∑
j=0

|ψ(2)
j − ψ〈2〉(xj)|2 =

√√√√h

N−1∑
j=0

|ψ(1)
j − ψ〈1〉(xj)|2

= ‖INψ(1) − INψ〈1〉‖L2 = ‖INψn − PNψ(tn)‖L2

= ‖en‖L2 .(2.22)

Taking the L2-norm on both sides of (2.19) and combining (2.20),(2.21) and (2.22)

together, in view of Lemma 2.2, we obtain for 0 ≤ n ≤ T/ε
τ − 1,

‖en+1‖L2 ≤ ‖En‖L2 + ‖INψ(2) − PNψ〈2〉‖L2

≤ ‖En‖L2 + ‖INψ(2) − INψ〈2〉‖L2 + ‖PNψ〈2〉 − INψ〈2〉‖L2

≤ ‖en‖L2 + C5

(
ετhm + ετ3

)
.(2.23)

Thus, the following estimates hold

(2.24) ‖en+1‖L2 ≤ C5εtn+1(h
m + τ2) + C3h

m, 0 ≤ n ≤ T/ε

τ
− 1,

and the conclusion of Theorem 2.3 by taking C0 = C2 + C3 and C1 = C5 in view
of (2.17). It is easy to verify all the constants appearing in the proof only depend
on V and ψ. �
Remark 2.4. Regarding the estimate (2.15) in Theorem 2.3, C̃(T ) comes from the
local truncation error, which depends on the growth of the Sobolev norm w.r.t. T
in the assumption (A). Based on previous analytical results, C̃(T ) usually has a

polynomial growth in T [15], and C̃(T ) could be uniformly bounded w.r.t. T for
certain type of potential function V (x) [51].

Remark 2.5. According to Theorem 2.3, the uniform error bound for the TSFP
method in L2-norm at time tε = t/ε for the Schrödinger equation linearly grows
with respect to t, and the results can be generalized to other splitting methods.
In fact, given an accuracy bound δ0 > 0, the time (for simplicity, assume ε = 1
here) for the second-order splitting method to violate the accuracy requirement
δ0 is O(δ0/τ

2). For the first-order and fourth-order splitting methods, the time is
O(δ0/τ ) and O(δ0/τ

4), respectively. In other words, higher order splitting method
performs much better in the long-time simulations not only regarding the higher
accuracy but also longer simulation time to produce accurate solutions. For the
L2-estimates in Theorem 2.3, the regularity requirements on the potential V (x)
can be weakened. In addition, extensions to 2D/3D are straightforward.
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Remark 2.6. By the similar procedure (or formally letting h → 0+), we could
establish uniform error bounds for the semi-discretization. Let ψ[n] be the numerical
approximation obtained from the Strang splitting (2.6). Under assumptions (A)
and (B) with m ≥ 3, for any 0 < ε ≤ 1, we have

(2.25) ‖ψ(x, tn)− ψ[n]‖L2 ≤ C0εtnτ
2, 0 ≤ n ≤ T/ε

τ
,

where C0 is a positive constant independent of τ , n and ε. Such linear growth of
the error constant w.r.t. tn in (2.25) has been previously reported in [41].

2.4. Improved uniform error bounds in H1-norm. In this subsection, we show
improved uniform error bounds inH1-norm for the Schrödinger equation with O(ε)-
potential up to the time Tε = T/ε under assumptions (A) and (B) with m ≥
3, where we will work with H1-estimates for the nonlinear case also to control
the nonlinearity in 1D. It is worth noticing that in higher dimensions (2D/3D),
H2-estimates would be enough. The improved estimates rely on the cancellation
phenomenon of non-resonant oscillating frequencies, for which we shall require the
time step size τ to satisfy certain non-resonant conditions. In the fully discrete
case, for the Fourier modes |l| ≤ � 1

τ0
	 (τ0 ∈ (0, 1), �·	 is the ceiling function), we

impose the Diophantine type condition [29,44]: there exists a constant C0 > 0 such
that

(2.26)
∣∣∣1− eiτμ

2
1K
∣∣∣ ≥ C0τ

ν1

(μ2
1|K|)ν2

, 0 < |K| ≤ K0 = �1/τ0	2, K ∈ Z,

where ν1 ∈ [0, 1], ν2 ≥ −1, and the bound |K| ≤ �1/τ0	2 corresponds to the inter-
action between potential V (x) and the solution ψ(x, t). In particular, we consider
the following cases of time step sizes: for a given constant α ∈ (0, 1), the time step
size τ satisfies

(2.27) τ ∈
(
0, α

2π

μ2
1(1 + τ0)2

τ20

)
,

or the Diophantine type step condition [44]
(2.28)

τ ∈ Iν3,α,τ0 =

{
τ > 0 :

∣∣∣∣τ − 2lπ

μ2
1K

∣∣∣∣ ≥ λ

|μ2
1K|2+ν3

,K, l ∈ Z, 0 < |K| ≤ K0, 0 ≤ l

}
,

where λ =
απμ

2+2ν3
1

4
∞∑

k=1

1/k1+ν3

and ν3 > 0. (2.28) is adapted from a general form in [44],

and it is direct to observe that

[0, 2π/μ2
1]\Iν3,α,τ0 =

⋃
0≤l≤K,1≤K≤K0

{
τ ∈ [0, 2π/μ2

1] :

∣∣∣∣τ − 2lπ

μ2
1K

∣∣∣∣ < λ

|μ2
1K|2+ν3

}
,

where the Lebesgue measure of RHS is bounded by απ/(2μ2
1) and Iν3,α,τ0∩[0, 2π/μ2

1]
has measure greater than 3π/2μ2

1. Moreover, if τ ∈ Iν3,α,τ0 , τ + 2kπ ∈ Iν3,α,τ0

(k ≥ 0, k ∈ Z) and large time step sizes are admissible in (2.28).

Now we can verify that (2.27) fulfills (2.26) with ν1 = 1, ν2 = −1, C0 = sin(απ)
πα ,

while (2.28) fulfills (2.26) with ν1 = 0, ν2 = 1 + ν3, C0 = Cν3
α (Cν3

a constant
depending on ν3, see also (2.53)). (2.27) corresponds to the typical choice of time
step size τ allowing τ → 0+ and (2.28) allows ε dependent large time step size
which is well suited for the long-time dynamics of Schrödinger equation (1.1). We
remark here that similar non-resonance condition was used for establishing uniform
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error bounds of time-splitting methods for the (nonlinear) Dirac equation in the
nonrelativistic regime [7, 8]. We refer to Remark 2.11 for more discussions on the
non-resonance condition (2.26).

Under the non-resonance condition (2.26), we have the following improved esti-
mates.

Theorem 2.7. Let ψn be the numerical approximation obtained from the TSFP
(2.9). Under the assumptions (A) and (B) with m ≥ 3, for any ε ∈ (0, 1] and a
fixed τ0 ∈ (0, 1), when τ satisfies (2.27) or (2.28) (m ≥ 5 + 2ν3 for (2.28) case),
we have the estimates

(2.29) ‖ψ(x, tn)− INψn‖H1 � hm−1 + ετ2 + τm−1
0 , 0 ≤ n ≤ T/ε

τ
.

In particular, if the exact solution is smooth, i.e. ψ(x, t) ∈ H∞
per, the τm−1

0 part
error would decrease exponentially in terms of τ0 and can be ignored in practical
computation when τ0 is taken as τ cr0 (small but fixed, only depends on ψ and the
logarithm of the machine precision), thus the improved error bounds for sufficiently
small τ could be stated as

(2.30) ‖ψ(x, tn)− INψn‖H1 � hm−1 + ετ2, 0 ≤ n ≤ T/ε

τ
.

Remark 2.8. Before the presentation of the proof, some observations are marked.
(1) First, 1/τ0 > 1 serves as a cut-off mode, i.e. the modes |l| > 1/τ0 are

treated by Fourier projection, and the modes |l| ≤ � 1
τ0
	 will be treated by the RCO

technique for non-resonant τ in (2.27)–(2.28).
(2) For (2.27), the requirement is that the step size τ resolves the largest os-

cillatory frequency of the free Schrödinger operator below the cut-off modes as

|μl|2 = 4l2π2

(b−a)2 ∼ 4π2

(b−a)2τ2
0
, i.e. τ |μl|2 < 2π. In turn, the error constant in front

of ετ2 depends on the parameter α ∈ (0, 1) (scales like απ
sin(απ)). Thus, the intro-

duced parameter τ0 can be either fixed, or any other choices satisfying the condition

τ < α 2π
μ2
1(1+τ0)2

τ20 , e.g. τ0 =
√
2μ1√
πα

√
τ . τ0 serves as a Fourier projection parameter,

similar to the role of the spatial mesh size h. Alternatively, we can also choose
τ0 = 2/N such that the last term in (2.29) could be controlled by the first term,
and the requirement (2.27) on τ becomes a CFL type condition τ � h2.

(3) For the larger non-resonance step size τ in (2.28), Theorem 2.7 implies that
for a given accuracy δ0, τ can be chosen as O(

√
δ0/

√
ε) large, which is particularly

superior for ε  1. We notice that (2.28) requires higher regularity for deriving the
improved error bounds.

(4) For general non-resonance time step sizes satisfying (2.26), the improved error
estimates (2.29) hold by the similar arguments with slightly different regularity
assumptions on the exact solution ψ(x, t). Moreover, the error constant in front of
the ετ2 term depends on C0 in (2.26) as ∼ 1/C0.

(5) For 2D/3D extensions, the improved error bounds can be directly estab-
lished for the step sizes in (2.27) and non-resonance step sizes as (2.28) in higher
dimensions. See Remark 2.9 for more details.

Proof. Following the proof of Theorem 2.3, we only need to estimate the error en

in (2.18) for 0 ≤ n ≤ T/ε
τ . First, using the fact that PN = IN when it is restricted
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on YN , we can write for 0 ≤ n ≤ T/ε
τ ,

INψn+1 − PNSτ (PNψ(tn)) = eiτΔ (INψn − PNψ(tn)) +Qn(x),(2.31)

where Qn(x) ∈ YN is given by

Qn(x) = −iετei
τ
2Δ

(
IN

(
V (x)

∫ 1

0

e−iεθτV (x) dθψ(1)

))
+ iετei

τ
2Δ

(
PN

(
V (x)

∫ 1

0

e−iεθτV (x) dθψ〈1〉
))

.(2.32)

Using Parseval’s identity and finite difference operator (cf. [3, 4]), by similar esti-
mates (2.20), (2.21) and (2.22) for the L2-norm case, we can control Qn as

(2.33) ‖Qn‖H1 � ετ
(
hm−1 + ‖en‖H1

)
, 0 ≤ n ≤ T/ε

τ
− 1.

From (2.31) and (2.19), we could derive that for 0 ≤ n ≤ T/ε
τ − 1,

(2.34) en+1 = eiτΔen +Qn(x) + En,

which implies

(2.35) en+1 = ei(n+1)τΔe0 +
n∑

k=0

ei(n−k)τΔ
(
Qk(x) + Ek

)
.

Step 1 (Identifying the leading error term). Using the local truncation error repre-
sentation (2.12) in Lemma 2.2, we have

(2.36)

n∑
k=0

ei(n−k)τΔEk =

n∑
k=0

ei(n−k)τΔ(PNF(PNψ(tk)) +Rk),

and ∥∥∥∥∥
n∑

k=0

ei(n−k)τΔRk

∥∥∥∥∥
H1

� (n+ 1)
(
ε2τ3 + ετhm−1

)
� Tετ2 + Thm−1,(2.37) ∥∥∥∥∥

n∑
k=0

ei(n−k)τΔQk(x)

∥∥∥∥∥
H1

� ετ
n∑

k=0

∥∥ek∥∥
H1 + hm−1.(2.38)

Combining above estimates and ‖e0‖H1 � hm−1, we obtain for 0 ≤ n ≤ T/ε
τ − 1,

‖en+1‖H1 � hm−1 + ετ2 + ετ
n∑

k=0

‖ek‖H1

+

∥∥∥∥∥
n∑

k=0

ei(n−k)τΔPNF(PNψ(tk))

∥∥∥∥∥
H1

.(2.39)

Recalling Lemma 2.2, we have ‖F(PNψ(tk))‖H1 � τ3, which implies ‖en+1‖H1 �
τ2 + hm−1. Thus, to prove the improved error estimates, we need analyze the
last term in (2.39) carefully, i.e., treat the sum

∑n
k=0 e

i(n−k)τΔPNF(PNψ(tk)) in
a proper way. To gain an order of O(ε) from the sum, we shall introduce the
regularity compensated oscillation (RCO) technique. From (1.1), we find
∂tψ(x, t)− iΔψ(x, t) = O(ε), and it is natural to introduce the ‘twisted variable’ as

(2.40) φ(x, t) = e−itΔψ(x, t), t ≥ 0,
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and φ(t) := φ(x, t) satisfies the equation

(2.41) i∂tφ(x, t) = εe−itΔ
(
V (x)eitΔφ(x, t)

)
, t > 0.

It is direct to see that φ(x, t) enjoys the same Hk (k ≥ 0) bounds as ψ(x, t), while

(2.42) ‖∂tφ(t)‖Hm � ε, 0 ≤ t ≤ T/ε.

The RCO approach would then perform a summation-by-parts procedure in the∑n
k=0 e

i(n−k)τΔPNF(PNψ(tk)) to force ∂tφ(t) appear with a gain of order O(ε),
where τ is small to control the accumulation of the phase (frequency) of the type
ei(n−k)τΔ. Since the number N of the spatial grid points could be very large, we
shall introduce a cut-off parameter τ0 ∈ (0, 1), where the high frequency modes
(|l| > 1

τ0
) will be controlled by the smoothness of the exact solution and the Fourier

projections, and the low frequency modes (|l| ≤ 1
τ0
) will be dealt with the RCO

technique.
Cut-off parameter. Choose τ0 ∈ (0, 1), and let N0 = 2�1/τ0	 ∈ Z+ with

1/τ0 ≤ N0/2 < 1 + 1/τ0, then only those Fourier modes with −N0

2 ≤ l ≤ N0

2 − 1
in F(PNψ(tk)) would be considered. Based on the Fourier projections and the
assumption (A), we have ‖PN0

ψ(x, t)−PNψ(x, t)‖L∞([0,T/ε];H1) � hm−1+N1−m
0 �

hm−1 + τm−1
0 and for 0 ≤ n ≤ T/ε

τ − 1,

(2.43) ‖PN0
F(PN0

ψ(tn))− PNF(PNψ(tn))‖H1 � ετ (hm−1 + τm−1
0 ).

Indeed, since PNψ(tk) ∈ YN , we could actually assume the choice of τ0 such that
N0 ≤ N , but here we work without this condition for the convenience of extension
to the semi-discretization-in-time case.

Based on (2.39), (2.40) and (2.43), recalling the unitary properties of eitΔ, we

find for 0 ≤ n ≤ T/ε
τ − 1,∥∥en+1
∥∥
H1 � hm−1 + τm−1

0 + ετ2 + ετ
n∑

k=0

∥∥ek∥∥
H1 + ‖Rn‖H1 ,(2.44)

Rn(x) =
n∑

k=0

e−i(k+1)τΔPN0
F(eitkΔ(PN0

φ(tk))).(2.45)

Step 2 (Analysis via RCO). Let φ(t) =
∑

l∈Z
φ̂l(t)e

iμl(x−a) (t ≥ 0), and we have

PN0
φ(t) =

∑
l∈TN0

φ̂l(t)e
iμl(x−a), where φ̂l(t) is the l-th Fourier coefficient of φ(x, t).

For l ∈ TN0
, introduce the multi-index set IN0

l associated with l as

(2.46) IN0

l = {(l1, l2) | l1 + l2 = l, l1 ∈ Z, l2 ∈ TN0
} .

According to the definition of F in Lemma 2.2, we have the expansion

e−i(k+1)τΔPN0

(
ei(τ−s)ΔV eisΔPN0

ψ(tn)
)
=
∑

l∈TN0

∑
(l1,l2)∈IN0

l

Gk,l,l1,l2(s)e
iμl(x−a),

where Gk,l,l1,l2(s) (l, l2 ∈ TN0
) is a function of s as

(2.47) Gk,l,l1,l2(s) = ei(tk+s)δl,l2 V̂l1 φ̂l2(tk), δl,l2 = δl − δl2 , δl = μ2
l .

Then, the remainder term Rn(x) in (2.44) reads

(2.48) Rn(x) = iε
n∑

k=0

∑
l∈TN0

∑
(l1,l2)∈IN0

l

λk,l,l1,l2e
iμl(x−a),
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where the coefficients λk,l,l1,l2 are given by

λk,l,l1,l2 = −τGk,l,l1,l2(τ/2) +

∫ τ

0

Gk,l,l1,l2(s) ds = rl,l2e
itkδl,l2 ck,l,l1,l2 ,(2.49)

and

ck,l,l1,l2 = V̂l1 φ̂l2(tk),

rl,l2 = −τei
τδl,l2

2 +

∫ τ

0

eisδl,l2 ds = O(τ3(δl,l2)
2).(2.50)

The key observation from (2.50) is: if δl,l2 = 0, rl,l2 = 0 and the term λk,l,l1,l2

in (2.49) vanishes. Thus, in the discussion below, we shall assume that δl,l2 �= 0.
Based on the RCO, we will go through the detailed structure of (2.48) and exchange
the order of summation (sum over index k first), which will result in the terms like
φ(tk)− φ(tk+1) = O(τ∂tφ) = O(ετ ) to gain an order of ε.

First, for l ∈ TN0
and (l1, l2) ∈ IN0

l , we have

(2.51) |δl,l2 | ≤ δN0/2 = μ2
N0/2

= (πN0)
2/(b− a)2 ≤ 4π2(1 + τ0)

2

τ20 (b− a)2
=

μ2
1(1 + τ0)

2

τ20
,

which implies the following estimates for the case (2.27) (0 < τ ≤ α 2π
μ2
1(1+τ0)2

τ20
with α ∈ (0, 1) and τ0 ∈ (0, 1))

(2.52)
τ

2
|δl,l2 | < απ,

and for the case (2.28), we have

(2.53)
∣∣∣τ
2
|δl,l2 | − kπ

∣∣∣ ≥ λ

2|δl,l2 |1+ν3
, k = �

|δl,l2|τ
2π

	, � |δl,l2 |τ
2π

	 − 1,

where λ
2|δl,l2 |1+ν3

≤ απ
8 ≤ π

8 and sin
(

λ
2|δl,l2 |1+ν3

)
≥ λ

4|δl,l2 |1+ν3
(sin(s) ≥ s

2 if s ∈
(0, π/3)).

Denoting Sn,l,l2 =
n∑

k=0

eitkδl,l2 (n ≥ 0) and using summation-by-parts, we find

from (2.49) that

(2.54)
n∑

k=0

λk,l,l1,l2 = rl,l2

n−1∑
k=0

Sk,l,l2(ck,l,l1,l2 − ck+1,l,l1,l2) + Sn,l,l2 rl,l2 cn,l,l1,l2 ,

and

ck,l,l1,l2 − ck+1,l,l1,l2 = V̂l1

(
φ̂l2(tk)− φ̂l2(tk+1)

)
.(2.55)

For the step size (2.27), we know from (2.52) that

(2.56) |Sn,l,l2 | ≤
2

|1− eiτδl,l2 |
=

1

| sin(τδl,l2/2)|
≤ C

τ |δl,l2 |
, ∀n ≥ 0,

where we have used the fact sin(s)
s is bounded (decreasing) for s ∈ [0, απ) and

C = 2απ
sin(απ) (noticing the case δl,l2 = 0 is trivial and δl,l2 is assumed to be nonzero

here). Combining (2.50), (2.54), (2.55) and (2.56), we have

(2.57)

∣∣∣∣∣
n∑

k=0

λk,l,l1,l2

∣∣∣∣∣ � τ2|δl,l2 |
∣∣∣V̂l1

∣∣∣ [n−1∑
k=0

∣∣∣φ̂l2(tk)− φ̂l2(tk+1)
∣∣∣+ ∣∣∣φ̂l2(tn)

∣∣∣] .
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We note that (2.57) is the key for the refined estimate, where we shall gain an order
of ε from the φ(tk) − φ(tk+1) terms (see (2.42)). Of course, the condition (2.52)
is also important to exclude the resonance case where Sn could be unbounded,
i.e., (2.52) makes the estimate (2.57) available. For the non-resonance step size

(2.28), we can similarly obtain |Sn,l,l2 | ≤ 1/ sin(λ/2|δl,l2 |1+ν3) ≤ 4|δl,l2 |
1+ν3

λ =

C̃|δl,l2 |1+ν3/α for some constant C̃ > 0. Then, by noticing |rl,l2 | = O(τ2δl,l2),
the simialr estimates in (2.57) hold as∣∣∣∣∣

n∑
k=0

λk,l,l1,l2

∣∣∣∣∣ � τ2|δl,l2 |2+ν3

∣∣∣V̂l1

∣∣∣ [n−1∑
k=0

∣∣∣φ̂l2(tk)− φ̂l2(tk+1)
∣∣∣+ ∣∣∣φ̂l2(tn)

∣∣∣] .
Since the rest arguments are almost the same for both step sizes (2.27) and (2.28)
(regularities are different), we shall only treat the case (2.27) below.

Step 3 (Improved estimates). Now, we are ready to give the improved estimates.

For l ∈ TN0
and (l1, l2) ∈ IN0

l , simple calculations show (l = l1 + l2)

(2.58) 1 + μ2
l ≤ (1 + μ2

l1)(1 + μ2
l2), |δl,l2 | ≤ (1 + μ2

l1)(1 + μ2
l2).

Based on (2.48), (2.57) and (2.58), using Cauchy inequality, we now estimate the
remainder term in (2.44),

‖Rn(x)‖2H1

(2.59)

= ε2
∑

l∈TN0

(
1 + μ2

l

) ∣∣ ∑
(l1,l2)∈IN0

l

n∑
k=0

λk,l,l1,l2

∣∣2
� ε2τ4

{ ∑
l∈TN0

( ∑
(l1,l2)∈IN0

l

∣∣∣V̂l1

∣∣∣ ∣∣∣φ̂l2(tn)
∣∣∣ 2∏
j=1

(1 + μ2
lj )

3/2

)2

+ n
n−1∑
k=0

[ ∑
l∈TN0

( ∑
(l1,l2)∈IN0

l

∣∣∣V̂l1

∣∣∣ ∣∣∣φ̂l2(tk)− φ̂l2(tk+1)
∣∣∣ 2∏
j=1

(1 + μ2
lj )

3/2

)2]}
.

To estimate each term in (2.59), we use the auxiliary function ξ(x) =
∑

l∈Z
(1 +

μ2
l )

3/2
∣∣∣φ̂l(tn)

∣∣∣ eiμl(x−a), where ξ(x) ∈ Hm−3
per (Ω) implied by the assumption (A) and

‖ξ(x)‖Hs � ‖φ(tn)‖Hs+3 (s ≤ m − 3). Similarly, introduce the function U(x) =∑
l∈Z

(1 + μ2
l )

3/2
∣∣∣V̂l

∣∣∣ eiμl(x−a), where U(x) ∈ H2
per implied by the assumption (B).

Expanding

U(x)ξ(x) =
∑
l∈Z

∑
l1+l2=l

2∏
j=1

(1 + μ2
lj )

3/2
∣∣∣V̂l1

∣∣∣ ∣∣∣φ̂l2(tn)
∣∣∣ eiμl(x−a),

we could obtain ∑
l∈TN0

( ∑
(l1,l2)∈IN0

l

∣∣∣V̂l1

∣∣∣ ∣∣∣φ̂l2(tn)
∣∣∣ 2∏
j=1

(1 + μ2
lj )

3/2

)2
≤ ‖U(x)ξ(x)‖2L2 � ‖V (x)‖2H4‖φ(tk)‖2H3 � 1,(2.60)
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which together with (2.42) implies (applying the same trick to the rest terms) for

0 ≤ n ≤ T/ε
τ − 1,

‖Rn(x)‖2H1 � ε2τ4
(
‖φ(tk)‖2H3 + n

n−1∑
k=0

‖φ(tk)− φ(tk+1)‖2H3

)
� ε2τ4 + n2ε4τ6‖∂tφ(x, t)‖2L∞([0,Tε];H3) � ε2τ4.(2.61)

Combining (2.44) and (2.61), we have

(2.62) ‖en+1‖H1 � hm−1 + τm−1
0 + ετ2 + ετ

n∑
k=0

‖ek‖H1 , 0 ≤ n ≤ T/ε

τ
− 1.

Discrete Gronwall’s inequality would yield ‖en+1‖H1 � hm−1+ετ2+τm−1
0 (0 ≤ n ≤

T/ε
τ − 1), and the proof for the improved uniform error bound (2.15) in Theorem

2.7 is completed. �

Remark 2.9. From the proof, the key steps of RCO are the cut-off (2.43) to sep-
arate the high/low Fourier modes, sufficiently small time step size τ (2.27) (or
non-resonance step size (2.28)) to compensate the growth of errors at low Fourier
modes via expansion (cf. (2.52),(2.56) and (2.57)), and the estimates of the Fourier
coefficients (cf. (2.61)). Here, the special structure of the Fourier functions is
important, e.g. eiμl(x−a)eiμk(x−a) = eiμl+k(x−a). Based on above observations, it
is straightforward to extend the RCO analysis to higher dimensions (2D/3D) in
rectangular domain with periodic boundary conditions for the sufficiently small
time step sizes ((2.27) type), as the higher dimensional tensor Fourier basis enjoys
the same properties ensuring the Fourier expansion for products of periodic func-
tions. Notice that in 2D/3D for rectangular domains with irrational aspect ratios,
the higher dimensional version of the non-resonance step size (2.28) is difficult to
check, while the (2.27) type condition always holds for sufficiently small τ .

Remark 2.10. In the proof, (2.52), (2.56) and (2.57) suggest the two order spatial
regularity is regained from the summation-by-parts process indicated by 1/(τδl,l2)
(δl,l2 is roughly Δ). Usually, such gained regularity will be lost when considering
the other term of the summation-by-parts, i.e. the terms corresponding to φ(tk)−
φ(tk+1) = O(τ∂tφ), where ∂t term will compensate the regularity gain from δl,l2 .
However, as we have chosen a particularly designed twisted variable φ(t), there will
be no regularity loss in φ(tk)− φ(tk+1), but with a gain of order ε.

Remark 2.11. Passing h → 0+ in Theorem 2.7, we can recover the estimates in
the semi-discrete-in-time case, and it would be interesting to derive the estimates
involving τ and h only, i.e. O(hm−1+ετ2) without the parameter τ0. The following
two cases are included:

(1) Non-resonance τ . Since the free Schrödiner operator eitΔ is periodic in t, we
could impose the following Diophantine condition [29, 44]: there exist γ > 0 and
ν > 1 such that

(2.63)

∣∣∣∣∣1− eiτμ
2
1K

τ

∣∣∣∣∣ ≥ γ

|K|ν , ∀K ∈ Z, K �= 0,
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which is a common choice allowing τ → 0+. In particular, one can choose τ similar
to (2.28) as [44]

(2.64)

{
τ ∈ (0, 1) :

∣∣∣∣τ − 2lπ

μ2
1K

∣∣∣∣ ≥ λ

|l|ν̃1 |K|ν̃2
,K, l ∈ Z, 1 ≤ l, |K|

}
,

where ν̃1 ∈ [−1, 1] and ν̃1 + ν̃2 > 2, and λ > 0 is a small constant. The above set
(2.64) is nowhere dense and hence not easy to verify in practice for a particular
choice of τ . Once the non-resonance condition (2.63) is satisfied, the improved
estimates in Theorem 2.7 hold and (2.26) holds for any τ0 ∈ (0, 1). Therefore,
we can simply take the limit as τ0 → 0+ to derive the improved error bounds at
O(ετ2 + hm−1) for the above non-resonance step sizes.

(2) Sufficiently small τ with the constraint τ � Cε for some ε dependent Cε (this
type step size τ may not be included in (2.63)). Following the proof of Theorem
(2.7), we can fix τ0 = C

√
τ for some constant C. By optimizing the error bounds

O(ετ2 + τm−1
0 ) = O(ετ2 + Cm−1τ (m−1)/2), we find that the O(ετ2 + hm−1) error

bound would hold for sufficiently small τ � ε2/(m−5) when m > 5. If the exact

solution ψ(x, t) is sufficiently smooth with Fourier coefficient ψ̂l(t) ∼ O(e−c|l|)
(c > 0, |l| � 1) decaying exponentially fast, the projection error due to the τ0
cut-off would be O(e−C̃/

√
τ ) and the error bounds become O(ετ2 + hm−1) when

τ � 1/| ln ε| (ε ∈ (0, 1)). Therefore, Cε = ε2/(m−5) for sufficiently smooth solutions
with m > 5 and Cε = 1/| ln ε| for the solutions with exponentially decaying Fourier
coefficients.

2.5. Numerical results. In this subsection, we present numerical results of the
TSFP method for the long-time dynamics of the Schrödinger equation with O(ε)-
potential in 1D, up to the time Tε =

T
ε .

First, we show an example to confirm that the uniform error bound in L2-norm
linearly grows with respect to T . We choose the potential V (x) = 5 cos(2πx) and
the H2

per initial data as

(2.65) ψ0(x) = 5x2(1− x)2, x ∈ [0, 1].

The regularity is enough to ensure the uniform and the improved error bounds in
L2-norm. The ‘exact’ solution ψ(x, t) is obtained numerically by the TSFP (2.9)
with a very fine mesh size he = 1/128 and time step size τe = 10−4. To quantify
the error, we introduce the following error functions:

(2.66) eL2(tn) = ‖ψ(x, tn)− INψn‖L2 , eH1(tn) = ‖ψ(x, tn)− INψn‖H1 ,

and
eL2,max(tn) = max

0≤q≤n
eL2(tq), eH1,max(tn) = max

0≤q≤n
eH1(tq).

In the rest of the paper, the spatial mesh size is always chosen sufficiently small
and thus spatial errors can be ignored when considering the long time error growth
and/or the temporal errors.

Figure 1 plots the long-time errors in L2-norm of the TSFP method for the
Schrödinger equation (2.1) with ε = 1 and different time step τ , which shows that
the uniform errors in L2-norm linearly grows with respect to the time. In addition,
for a given accuracy bound, the time to exceed the error bar is quadruple when the
time step is half, which also confirms the linear growth. For comparisons, Figure 2
depicts the long-time errors in L2-norm of the fourth-order time-splitting method,
which indicates that higher order time-splitting methods could get better accuracy
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Figure 1. Long-time temporal errors in L2-norm of the TSFP
(2.9) for the Schrödinger equation (2.1) with ε = 1 and different
time step τ

Figure 2. Long-time temporal errors in L2-norm of the fourth-
order time-splitting method for the Schrödinger equation (2.1) with
ε = 1 and different time step τ

with the same time step size as well as longer time simulations within a given
accuracy bound.

Next, we report the convergence test for the Schrödinger equation (2.1) with the
potential V (x) = sin(x) and the smooth initial data

(2.67) ψ0(x) = 2/(2 + sin2(x)), x ∈ [0, 2π].

The ‘exact’ solution ψ(x, t) is obtained numerically by the TSFP (2.9) with he =
π/64 and τe = 10−4.

Figure 3 displays the long-time errors in H1-norm of the TSFP method for the
Schrödinger equation (2.1) with the fixed time step τ and different ε, which confirms
the improved uniform error bound in H1-norm at O(ετ2) up to the O(1/ε) time.
Figures 4 and 5 exhibit the spatial and temporal errors of the TSFP (2.9) for the
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Figure 3. Long-time temporal errors in H1-norm of the TSFP
(2.9) for the Schrödinger equation (2.1) with different ε

0.2 0.3 0.4 0.5 0.6 0.70.8
10-10

10-5

(a)

10-1 100

10-10

10-5

(b)

Figure 4. Long-time spatial errors in H1-norm of the TSFP (2.9)
for the Schrödinger equation (2.1) at t = 2/ε

Schrödinger equation (2.1) at t = 2
ε . Each line in Figure 4 (a) shows the spectral

accuracy of the TSFP method in space and Figure 4 (b) verifies the spatial errors
are independent of the small parameter ε in the long-time regime. Figure 5 (a)
shows the second-order convergence of the TSFP method in time. Each line in
Figure 5 (b) gives the global errors in H1-norm with a fixed time step τ and verifies
that the global error performs like O(ετ2) up to the O(1/ε) time.

Figure 6 displays the long-time errors of the TSFP method for the Schrödinger
equation (2.1) with large time step size. Each line in Figure 6 (a) plots the long-
time errors with the time step sizes τ = O(1/

√
ε), which are almost constants

for different ε, confirming the error bound (2.29). In Figure 6 (b), we choose the
time step size satisfying the non-resonance condition, and Figure 6 (b) shows the
improved uniform error bounds with large time step size.
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Figure 5. Long-time temporal errors in H1-norm of the TSFP
(2.9) for the Schrödinger equation (2.1) at t = 2/ε
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Figure 6. Long-time temporal errors in H1-norm of the TSFP
(2.9) for the Schrödinger equation (2.1) with large time step size

3. Improved uniform error bounds for the NLSE

In this section, we adopt the TSFP method to solve the NLSE with weak non-
linearity and extend the technique of regularity compensation oscillation (RCO) to
obtain improved uniform error bounds for the cubic NLSE with O(ε2)-nonlinearity
up to the O(1/ε2) time.

3.1. The TSFP method. We present the TSFP method for the NLSE (1.2) in
1D and extensions to higher dimensions are straightforward (see also Remark 2.9).
In 1D, the NLSE (1.2) with initial data (1.3) and periodic boundary conditions on
Ω = (a, b) collapses to

(3.1)

⎧⎪⎨⎪⎩
i∂tψ(x, t) = −Δψ(x, t)± ε2|ψ(x, t)|2ψ(x, t), a < x < b, t > 0,

ψ(a, t) = ψ(b, t), ∂xψ(a, t) = ∂xψ(b, t), t ≥ 0,

ψ(x, 0) = ψ0(x), x ∈ [a, b].
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By the same time-splitting technique as that in the linear case, the semi-
discretization of the NLSE (3.1) via the Strang splitting is given as:

(3.2) ψ[n+1](x) = Sτ (ψ
[n]) = ei

τ
2Δe

∓iε2τ
∣
∣
∣e

i τ
2
Δψ[n](x)

∣
∣
∣
2

ei
τ
2Δψ[n](x), x ∈ Ω,

with ψ[0](x) = ψ0(x). Respectively, the full-discretization for the NLSE (3.1) can
be written as

ψ
(1)
j =

∑
l∈TN

e−i
τμ2

l
2 (̃ψn)l e

iμl(xj−a),

ψ
(2)
j = e∓iε2τλ|ψ(1)

j |2ψ
(1)
j , j ∈ T 0

N , n ≥ 0,

ψn+1
j =

∑
l∈TN

e−i
τμ2

l
2

(̃
ψ(2)
)
l
eiμl(xj−a),

(3.3)

where ψ0
j = ψ0(xj) for j ∈ T 0

N .

3.2. Improved uniform error bounds in H1-norm. For the NLSE, we assume
the exact solution ψ(x, t) up to the time at Tε = T/ε2 with T > 0 fixed satisfies:

(C) ‖ψ(x, t)‖L∞([0,Tε];Hm
per)

� 1, ‖∂tψ(x, t)‖L∞([0,Tε];H
m−2
per ) � 1, m ≥ 5.

Similar to Theorem 2.7 in the linear case, we shall impose the following non-
resonance conditions on the step size τ for TSFP (3.3) in the nonlinear case. For
the Fourier modes |l| ≤ � 1

τ0
	 (τ0 ∈ (0, 1)), we impose the condition: there exists a

constant C0 > 0 such that

(3.4)
∣∣∣1− eiτμ

2
1K
∣∣∣ ≥ C0τ

ν1

(μ2
1|K|)ν2

, 0 < |K| ≤ K1 = 2�1/τ0	2, K ∈ Z,

where ν1 ∈ [0, 1], ν2 ≥ −1, and the bound |K| ≤ 2�1/τ0	2 corresponds to the cubic
nonlinear interaction. In particular, we consider the following cases of time step
sizes: for a given constant α ∈ (0, 1), the time step size τ satisfies

(3.5) τ ∈
(
0, α

π

μ2
1(1 + τ0)2

τ20

)
,

or

(3.6) τ ∈
{
τ > 0 :

∣∣∣∣τ − 2lπ

μ2
1K

∣∣∣∣ ≥ λ

|μ2
1K|2+ν3

,K, l ∈ Z, 0 < |K| ≤ K1, 0 ≤ l

}
,

where λ and ν3 are the same as those in (2.28).
Then we have the following improved uniform error bound of the TSFP (3.3) for

the NLSE with O(ε2)-nonlinearity strength up to the time at O(1/ε2).

Theorem 3.1. Let ψn be the numerical approximation obtained from the TSFP
(3.3). Under the assumption (D), there exist h0 > 0, 0 < τ0 < 1 sufficiently small
and independent of ε such that, for any 0 < ε ≤ 1, when 0 < h < h0 and τ satisfies
(3.5) or (3.6) (m ≥ 5 + ν3 for (3.6)) with 0 < τ ≤ τ1/ε (τ1 > 0 small enough
independent of ε) the following error bounds hold

‖ψ(x, tn)− INψn‖H1 � hm−1 + ε2τ2 + τm−1
0 ,

‖INψn‖H1 ≤ 1 +M, 0 ≤ n ≤ T/ε2

τ
,

(3.7)
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where M := ‖ψ‖L∞([0,Tε];H1). In particular, if the exact solution is smooth, i.e.

ψ(x, t) ∈ H∞
per, the τm−1

0 error part would decrease exponentially and can be ignored
in practical computation when τ0 is small but fixed, and thus the estimate would
practically become

(3.8) ‖ψ(x, tn)− INψn‖H1 � hm−1 + ε2τ2.

Remark 3.2. Analogous to the linear case, improved error bounds (3.7) in Theorem
3.1 can be easily generalized to the non-resonance step size (3.4) under slightly
different regularity assumptions. We also need τ ≤ τ1/ε for controlling the nonlin-
earity.

Some parts of the proof proceed in analogous lines as the linear case and we omit
the details in this section for brevity. Similar to the analysis of the local truncation
error for the linear case, we have the following results for the local truncation error
for the TSFP (3.3).

Lemma 3.3. The local truncation error of the TSFP method (3.3) for the NLSE

with O(ε2)-nonlinearity strength can be written as (0 ≤ n ≤ T/ε2

τ − 1)

(3.9) En
:= PNSτ (PNψ(tn))− PNψ(tn+1) = PNJ (PNψ(tn)) + Yn,

where

(3.10) J (PNψ(tn)) = −iε2τg
(τ
2

)
+ iε2
∫ τ

0

g(s)ds,

with

(3.11) g(s) = ±ei(τ−s)Δ|PN (ψ(tn + s))|2eisΔPNψ(tn).

Under the assumption (C), for 0 < ε ≤ 1, we have the error bounds

(3.12) ‖J (PNψ(tn))‖H1 � ε2τ3‖ψ(tn)‖3H5 , ‖Yn‖H1 � ε4τ3 + ε2τhm−1.

Proof for Theorem 3.1. We apply a standard induction argument for proving (3.7).
Since ψ0

j = ψ0(xj), it is obvious for n = 0. Assuming the error bounds (3.7) hold

true for all 0 ≤ n ≤ q ≤ T/ε2

τ − 1, we are going to prove the case n = q + 1. By

Fourier projections ‖ψ(x, tn) − INψn‖H1 � ‖PNψ(x, tn) − INψn‖H1 + hm−1, we
just need to analyze the growth of the error en = INψn − PNψ(tn) carefully. For
0 ≤ n ≤ q, we have

en+1 = INψn+1 − Sτ (PNψ(tn)) + En
= eiτΔen + Zn(x) + En

,(3.13)

where Zn(x) is given by

Zn(x) =ei
τ
2Δ

[
IN ((e−iε2τλ|ei

τ
2
ΔINψn|2 − 1)ei

τ
2ΔINψn)

− PN ((e−iε2τλ|ei
τ
2
ΔPNψ(tn)|2 − 1)ei

τ
2ΔPNψ(tn))

]
,

with the bound (constant in front of ‖en‖H1 depends on M)

(3.14) ‖Zn(x)‖H1 � ε2τ
(
hm−1 + ‖en‖H1

)
.
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From (3.13), we obtain for 0 ≤ n ≤ q,

en+1 = ei(n+1)τΔe0 +
n∑

k=0

ei(n−k)τΔ
(
Zk(x) + Ek

)
.(3.15)

Similar to the linear case, we get for 0 ≤ n ≤ q,

‖en+1‖H1 � hm−1 + ε2τ2 + ε2τ

n∑
k=0

‖ek‖H1

+

∥∥∥∥∥
n∑

k=0

ei(n−k)τΔPNJ (PNψ(tk))

∥∥∥∥∥
H1

.(3.16)

Recalling (3.10) and (3.11), we could decompose J (ψ(tn)) as

(3.17) J (PNψ(tn)) = J1(PNψ(tn)) + J2(PNψ(tn)),

where Jσ(PNψ(tn)) = −iε2τgσ(τ/2) + iε2
∫ τ
0
gσ(s)ds for σ = 1, 2 and gσ(s) :=

gσ(s;PNψ(tn)) (σ = 1, 2) are defined as

g1(s) = ±ei(τ−s)Δ|eisΔPNψ(tn)|2eisΔPNψ(tn), g2(s) = g(s)− g1(s),

with g(s) (s ∈ [0, τ ]) given in (3.11). Under the assumption (C), by the Duhamel’s
principle, it is easy to verify ‖|eisΔPNψ(tn)|2 − |PNψ(tn + s)|2‖L∞([0,τ ];Hm) � ε2τ .
Following similar analysis for the local truncation error in Section 2, for 0 ≤ n ≤
T/ε2

τ − 1, we could arrive at

(3.18) ‖J1(PNψ(tn))‖H1 � ε2τ3, ‖J2(PNψ(tn))‖H1 � ε4τ3.

In light of (3.16), we find the major part of the error is from J1(ψn).
Following the RCO approach in the linear case, we introduce the ‘twisted vari-

able’ φ(x, t) = e−itΔψ(x, t), and ‖∂tφ‖L∞([0,T/ε2];Hm) � ε2 with

(3.19) ‖φ(tn)− φ(tn−1)‖Hm � ε2τ, 1 ≤ n ≤ T/ε2

τ
.

We choose the same cut-off parameter τ0 ∈ (0, 1) and the corresponding Fourier
modes N0 = 2�1/τ0	 as in the proof of Theorem 2.7. Thus, we can derive∥∥en+1

∥∥
H1 � hm−1 + τm−1

0 + ε2τ2 + ε2τ
n∑

k=0

∥∥ek∥∥
H1 + ‖Ln‖H1 ,(3.20)

Ln(x) =
n∑

k=0

e−i(k+1)τΔPN0
J1(e

itkΔ(PN0
φ(tk))).(3.21)

For l ∈ TN0
, we define the index set IN0

l associated to l as

(3.22) IN0

l = {(l1, l2, l3) | l1 − l2 + l3 = l, l1, l2, l3 ∈ TN0
} .

Then, the expansion below follows

e−i(k+1)τΔg1(s; e
itkΔPN0

φ(tk)) = ±
∑

l∈TN0

∑
(l1,l2,l3)∈IN0

l

Gk,l,l1,l2,l3(s)e
iμl(x−a),

where the coefficients Gk,l,l1,l2,l3(s) are functions of s only,

(3.23) Gk,l,l1,l2,l3(s) = ei(tk+s)δl,l1,l2,l3

(
φ̂l2(tk)

)∗
φ̂l1(tk)φ̂l3(tk),
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and δl,l1,l2,l3 = δl − δl1 + δl2 − δl3 (δl = μ2
l as in (3.23)). The remainder term in

(3.16) reads

Ln(x) = ±iε2
n∑

k=0

∑
l∈TN0

∑
(l1,l2,l3)∈IN0

l

Λk,l,l1,l2,l3e
iμl(x−a),(3.24)

where

Λk,l,l1,l2,l3 = −τGk,l,l1,l2,l3(τ/2) +

∫ τ

0

Gk,l,l1,l2,l3(s) ds

= rl,l1,l2,l3e
itkδl,l1,l2,l3 ck,l,l1,l2,l3 ,(3.25)

with coefficients ck,l,l1,l2,l3 and rl,l1,l2,l3 given by

ck,l,l1,l2,l3 = (φ̂l2(tk))
∗φ̂l1(tk)φ̂l3(tk),(3.26)

rl,l1,l2,l3 = − τeiτδl,l1,l2,l3
/2 +

∫ τ

0

eisδl,l1,l2,l3 ds

= O
(
τ3(δl,l1,l2,l3)

2
)
.(3.27)

Similar to the linear case, we only need consider the case δl,l1,l2,l3 �= 0, as rl,l1,l2,l3 =

0 if δl,l1,l2,l3 = 0 . First, for l ∈ TN0
and (l1, l2, l3) ∈ IN0

l , we have

(3.28) |δl,l1,l2,l3 | ≤ 2δN0/2 = 2μ2
N0/2

≤ 8π2(1 + τ0)
2

τ20 (b− a)2
=

2(1 + τ0)
2μ2

1

τ20
,

which implies for the case (3.5) 0 < τ ≤ α
πτ2

0

μ2
1(1+τ0)2

with 0 < τ0, α < 1,

(3.29)
τ

2
|δl,l1,l2,l3 | ≤ απ.

Denoting Sn,l,l1,l2,l3 =
∑n

k=0 e
itkδl,l1,l2,l3 (n ≥ 0) and using summation-by-parts,

we find from (3.25) that

n∑
k=0

Λk,l,l1,l2,l3 = rl,l1,l2,l3

n−1∑
k=0

Sk,l,l1,l2,l3 (ck,l,l1,l2,l3 − ck+1,l,l1,l2,l3)

+ Sn,l,l1,l2,l3 rl,l1,l2,l3 cn,l,l1,l2,l3 ,(3.30)

and

ck,l,l1,l2,l3 − ck+1,l,l1,l2,l3

= (φ̂l2(tk))
∗(φ̂l1(tk)− φ̂l1(tk+1))φ̂l3(tk) + (φ̂l2(tk)− φ̂l2(tk+1))

∗φ̂l1(tk+1)φ̂l3(tk)

+ (φ̂l2(tk+1))
∗φ̂l1(tk+1)(φ̂l3(tk)− φ̂l3(tk+1)),

(3.31)

where c∗ is the complex conjugate of c. For the step size in (3.5), we know from
(3.29) that for C = 2α

sin(απ) ,

(3.32) |Sn,l,l1,l2,l3 | ≤
1

| sin(τδl,l1,l2,l3/2)|
≤ C

τ |δl,l1,l2,l3 |
, ∀n ≥ 0.
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Combining (3.27), (3.30), (3.31) and (3.32), we have

∣∣∣∣∣
n∑

k=0

Λk,l,l1,l2,l3

∣∣∣∣∣ � τ2|δl,l1,l2,l3 |
n−1∑
k=0

( ∣∣∣φ̂l1(tk)− φ̂l1(tk+1)
∣∣∣ ∣∣∣φ̂l2(tk)

∣∣∣ ∣∣∣φ̂l3(tk)
∣∣∣

+
∣∣∣φ̂l1(tk+1)

∣∣∣ ∣∣∣φ̂l2(tk)− φ̂l2(tk+1)
∣∣∣ ∣∣∣φ̂l3(tk)

∣∣∣
+
∣∣∣φ̂l1(tk+1)

∣∣∣ ∣∣∣φ̂l2(tk+1)
∣∣∣ ∣∣∣φ̂l3(tk)− φ̂l3(tk+1)

∣∣∣ )
+ τ2|δl,l1,l2,l3 |

∣∣∣φ̂l1(tn)
∣∣∣ ∣∣∣φ̂l2(tn)

∣∣∣ ∣∣∣φ̂l3(tn)
∣∣∣ .(3.33)

Following the discussions in the proof of Theorem 2.7, for the non-resonance step
size in (3.6), the same bound in (3.33) holds by replacing |δl,l1,l2,l3 | with
|δl,l1,l2,l3 |2+ν3 . The rest arguments are almost the same as those for the (3.5) case
and we shall only treat the step size (3.5) below.

For l ∈ TN0
and (l1, l2, l3) ∈ IN0

l , there holds

(3.34) (1 + |μl|)|δl,l1,l2,l3 | ≤ (1 + |μl|)
[
(

3∑
j=1

μlj )
2 +

3∑
j=1

μ2
lj

]
�

3∏
j=1

(1 + μ2
lj
)3/2.

Based on (3.24), (3.33) and (3.34), we have from (3.16),

‖Ln‖2H1

= ε4
∑

l∈TN0

(
1 + μ2

l

) ∣∣ ∑
(l1,l2,l3)∈IN0

l

n∑
k=0

Λk,l,l1,l2,l3

∣∣2
� ε4τ4

{ ∑
l∈TN0

( ∑
(l1,l2,l3)∈IN0

l

∣∣∣φ̂l1(tn)
∣∣∣ ∣∣∣φ̂l2(tn)

∣∣∣ ∣∣∣φ̂l3(tn)
∣∣∣ 3∏
j=1

(1 + μ2
lj )

3
2

)2

+ n

n−1∑
k=0

∑
l∈TN0

[( ∑
(l1,l2,l3)∈IN0

l

∣∣∣φ̂l1(tk)−φ̂l1(tk+1)
∣∣∣ ∣∣∣φ̂l2(tk)

∣∣∣ ∣∣∣φ̂l3(tk)
∣∣∣ 3∏
j=1

(1+μ2
lj )

3
2

)2

+

( ∑
(l1,l2,l3)∈IN0

l

∣∣∣φ̂l1(tk+1)
∣∣∣ ∣∣∣φ̂l2(tk)− φ̂l2(tk+1)

∣∣∣ ∣∣∣φ̂l3(tk)
∣∣∣ 3∏
j=1

(1 + μ2
lj )

3
2

)2

+

( ∑
(l1,l2,l3)∈IN0

l

∣∣∣φ̂l1(tk+1)
∣∣∣ ∣∣∣φ̂l2(tk+1)

∣∣∣ ∣∣∣φ̂l3(tk)− φ̂l3(tk+1)
∣∣∣ 3∏
j=1

(1 + μ2
lj )

3
2

)2]}
.

(3.35)

Introducing the auxiliary function ξ(x) =
∑

l∈Z
(1 + μ2

l )
3
2

∣∣∣φ̂l(tn)
∣∣∣ eiμl(x−a), where

ξ(x) ∈ Hm−3
per (Ω) implied by assumption (C) and ‖ξ‖Hs � ‖ψ(tn)‖Hs+3 . Expanding

|ξ(x)|2ξ(x) =
∑
l∈Z

∑
l1−l2+l3=l

∏3
j=1

(
(1 + μ2

lj
)

3
2

∣∣∣φ̂lj (tn)
∣∣∣) eiμl(x−a), we could obtain
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that ∑
l∈TN0

( ∑
(l1,l2,l3)∈IN0

l

∣∣∣φ̂l1(tn)
∣∣∣ ∣∣∣φ̂l2(tn)

∣∣∣ ∣∣∣φ̂l3(tn)
∣∣∣ 3∏
j=1

(1 + μ2
lj )

3
2

)2
≤
∥∥|ξ(x)|2ξ(x)∥∥2

L2 � ‖ξ(x)‖6H1 � ‖ψ(tk)‖6H4 � 1.(3.36)

Noticing (3.19), we can estimate each terms in (3.35) accordingly as∥∥∥∥∥
n∑

k=0

e−i(k+1)τΔPN0
J1(e

itkΔ(PN0
φ(tk)))

∥∥∥∥∥
2

H1

� ε4τ4
[
‖φ(tk)‖6H4 + n

n−1∑
k=0

‖φ(tk)− φ(tk+1)‖2H4 (‖φ(tk)‖H4 + ‖φ(tk+1)‖H4)
4

]

� ε4τ4 + n2ε4τ4(ε2τ )2 � ε4τ4, n ≤ q,

(3.37)

and (3.20) implies

‖en+1‖H1 � hm−1 + τm−1
0 + ε2τ2 + ε2τ

n∑
k=0

‖ek‖H1 , 0 ≤ n ≤ q.(3.38)

Using discrete Gronwall’s inequality, we have

(3.39) ‖eq+1‖H1 � hm−1 + ε2τ2 + τm−1
0 , 0 ≤ q ≤ T/ε2

τ
− 1,

which implies the first inequality in (3.7) at n = q + 1. There exist h0 > 0 and
τ0 > 0, when h ≤ h0, τ satisfies (3.5) or (3.6) with 0 < τ ≤ τ1/ε (τ1 sufficiently
small), the triangle inequality yields that∥∥INψq+1

∥∥
H1 ≤ ‖ψ(x, tq+1)‖H1 +

∥∥eq+1
∥∥
H1 ≤ M + 1, 0 ≤ q ≤ T/ε2

τ
− 1,

which means that the induction process for (3.7) is completed. �

Remark 3.4. The improved uniform error bound for the NLSE in Theorem 3.1 is for
the cubic nonlinearity without the external potential. It is straightforward to extend
to the NLSE with the general nonlinearity ε2p|u|2pu (p ∈ Z+) and the external
potential ε2pV (x). The long-time dynamics of the NLSE with O(ε2p)-nonlinearity
and O(1)-initial data is equivalent to the NLSE with O(1)-nonlinearity and O(ε)-
initial data. The amplitude of the potential is also O(ε2p), where the scaling is
to be consistent with the life-span of the NLSE. The improved H1-error bound
of the TSFP method for the NLSE with ε2p|u|2pu nonlinearity up to the time at
O(1/ε2p) is O(hm−1 + ε2pτ2 + τm−1

0 ). The discussions on removing the parameter
τ0 in Remark 2.11 could be adapted here and we omit the details for brevity.

3.3. Numerical results. In this subsection, we present some numerical examples
for the NLSE with O(ε2)-nonlinearity in 1D and 2D to confirm the improved uni-
form error bound in H1-norm.

First, we show the long-time temporal errors of the TSFP (3.3) for the NLSE
(3.1) on 1D domain [0, 2π]. The initial data is chosen as

(3.40) ψ0(x) = 2/(2 + sin2(x)), x ∈ [0, 2π].
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Figure 7. Long-time temporal errors in H1- norm of the TSFP
(3.3) for the NLSE (3.1) with different ε
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Figure 8. Long-time spatial errors in H1-norm of the TSFP (3.3)
for the NLSE in (3.1) at t = 2/ε2

Figure 7 plots the long-time errors in H1-norm of the TSFP method for the
NLSE with a fixed time step τ and different ε, which indicates that the global
errors in H1-norm behave like O(ε2τ2) up to the O(1/ε2) time. Then, we show
the spatial and temporal errors of the TSFP (3.3) for the NLSE (3.1). Figures 8
and 9 depict the long-time spatial and temporal errors of the TSFP (3.3) for the
NLSE (3.1) at t = 2/ε2, respectively. Similar to the linear case, Figure 8 shows the
spectral accuracy of the TSFP method for the NLSE in space and the spatial errors
are independent of the small parameter ε. Each line in Figure 9 (a) corresponds
to a fixed ε and shows the global errors in H1-norm versus the time step τ , which
confirms the second-order convergence of the TSFP method in time. Figure 9 (b)
again validates that the global errors in H1-norm behave like O(ε2τ2) up to the
O(1/ε2) time.

Figure 10 displays the long-time errors of the TSFP method for the NLSE (3.1)
with large time step size. Each line in Figure 10 (a) plots the long-time errors with
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Figure 9. Long-time temporal errors in H1-norm of the TSFP
(3.3) for the NLSE (3.1) at t = 2/ε2

10-1 100

10-6

10-4

10-2

(a)

10-2 10-1

10-4

10-2

(b)

Figure 10. Long-time temporal errors in H1-norm of the TSFP
(2.9) for the NLSE (3.1) with large time step size

τ = O(1/ε), which are almost constants for different ε, confirming the error bounds.
In Figure 10 (b), we choose the larger time step size satisfying the non-resonance
condition, which demonstrates the improved uniform error bounds with large time
step size.

Then, we show an example in 2D with the irrational aspect ratio of the domain.
We choose the domain Ω = (0, π)× (0, 1) and the initial data

(3.41) ψ0(x, y) =
1

1 + sin2(2x)
+ sin(2πy), x = (x, y) ∈ [0, π]× [0, 1].

Figure 11 plots the long-time temporal errors in H1-norm of the TSFP method
for the NLSE in 2D with a fixed time step τ and different ε, which confirms that
the improved uniform error bound in H1-norm at O(ε2τ2) up to the O(1/ε2) time
is also suitable for the irrational aspect ratio of the domain. Figure 12 depicts the
long-time errors for the TSFP method for the NLSE in 2D at t = 1/ε2, which again
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Figure 11. Long-time temporal errors in H1-norm of the TSFP
method for the NLSE (1.2) in 2D with different ε
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Figure 12. Long-time temporal errors in H1-norm of the TSFP
method for the NLSE (1.2) in 2D at t = 1/ε2

indicates that the TSFP method is second-order in time and validates the improved
uniform error bound in H1-norm up to the time at O(1/ε2).

4. Conclusions

Improved uniform error bounds for the time-splitting Fourier pseudospectral
(TSFP) methods for the long-time dynamics of the Schrödinger equation with small
potential and the nonlinear Schrödinger equation (NLSE) with weak nonlinearity
were rigorously established. For the Schrödinger equation with small potential, the
linear growth of the uniform error bound in L2-norm for the TSFP method was
strictly proven with the aid of the unitary property of the solution flow in L2(Ω).
By introducing a new technique of regularity compensation oscillation (RCO), the
improved uniform error bound in H1-norm was carried out at O(hm−1 + ετ2) up
to the O(1/ε) time. In addition, the RCO technique was extended to show the
improved uniform error bound O(hm−1 + ε2τ2) for the TSFP method applied to
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the cubic NLSE with O(ε2)-nonlinearity up to the O(1/ε2) time. Numerical results
were presented to validate our error estimates and demonstrate that they are sharp.
We remark here that the RCO technique has been adapted to establish improved
uniform error bounds on time-splitting methods for the long-time dynamics of dis-
persive PDEs including the nonlinear Klein-Gordon equation [5] and the (nonlinear)
Dirac equation [6, 9].
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