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Summary

The Gross-Pitaevskii equation (GPE), which is a particular mean field theory

and approximates the binary interactions between particles by a Dirac function, has

gained considerable research interest due to its simplicity and e↵ectiveness in de-

scribing the Bose-Einstein condensation (BEC). However, the validity of the theory

is limited to the low energy and low density assumption. For improvement, higher

order interaction (HOI) (or e↵ective range expansion) as a correction to the Dirac

function has to be taken into account, resulting in a modified Gross-Pitaveskii equa-

tion (MGPE). Though the MGPE has been used in many physical problems, there

have been only a few mathematical analysis and numerical studies for it. And that’s

where my work comes in.

The main purpose of this thesis is to study the MGPE mathematically and

numerically. Besides, the fundamental gap problem and the energy asymptotics of

the nonlinear Schrödinger equation will be considered as two minor problems in the

end.

The thesis mainly contains three parts. The first part is to investigate the MGPE

systematically both in theory and in practical computation. The dimension reduc-

tion problem for MGPE, especially the comparison with the problem for the GPE

case, will be shown first. A new phenomenon is discovered which is totally di↵erent

vii
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from the GPE case and anti-intuitive because of the HOI term. Convergence of

the dimension reduction will be established. For ground states, we will prove the

existence and uniqueness as well as non-existence, which is a direct generalization

of the problem for the GPE case. And the limiting behavior of the ground states for

problem with box or harmonic potential in di↵erent parameter regimes will be classi-

fied in details. The HOI term introduces new Thomas-Fermi (TF) approximations,

and di↵erent Thomas-Fermi approximations are proposed, theoretically analyzed

and numerically tested. Besides, di↵erent schemes for computing the ground state,

including the methods generalized from the GPE case and a novel method proposed

by us, will be written explicitly. In particular, convergence and accuracy of our new

method will be analyzed and numerically tested. For the dynamics of the MGPE,

we will analyze the well-posedness, the dynamics of quantities in describing BEC

and possible finite time blow-up. Finally, the time-splitting method is adopted for

the computation of the dynamics.

The second part is to consider the fundamental gap problem for the GPE. Both

the whole space problem with a harmonic potential and the bounded domain prob-

lem with a box potential will be studied in details. Asymptotic results as well as

the numerical tests will be proposed. Problems with periodic boundary conditions

(BCs) and Neumann BCs will also be considered. We discover that the dependence

of the fundamental gaps on the interaction strength for the bounded domain prob-

lem and the whole space problem are completely di↵erent. Besides, the dimension

of the eigenspace corresponding to second lowest eigenvalue for the linear problem

will a↵ect the fundamental gaps for the nonlinear problem significantly. Based on

the asymptotic results for special cases and some numerical tests, we will propose a

gap conjecture for the GPE under a more general external potential.

The third part is to study the ground state approximations and energy asymp-

totics of the nonlinear Schrödinger equation in three limiting regimes of the param-

eters. We try to write out the approximate ground state and corresponding energy

as explicitly as possible. One major finding is that for the 1D problem, a bifurcation
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in the ground states is observed under either a box potential or a harmonic potential

when the power of the nonlinearity goes to 1.
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Chapter 1
Introduction

1.1 Bose-Einstein condensation (BEC)

Bose-Einstein condensation (BEC) is a state of matter of a dilute and ultra-

cold gas of bosons with temperature close to 0K or �273.15 �C. In such situation, a

large fraction of bosons occupy the lowest quantum state, obeying the Bose-Einstein

statistics, which makes macroscopic quantum phenomena apparent. The state was

predicted by Albert Einstein [58,59] in 1924-1925 by adapting Satyendra Nath Bose’s

statistics [38] ,and was first realized in laboratory in 1995 for 87Rb, by E. Cornell

and C. Wieman’s group in JILA by combining the laser cooling and the evaporative

cooling techniques together [4]. In the same year, another two experimental achieve-

ments were reported by the Ketterle’s group in MIT for 23Na [57] and Hulet’s group

in Rice University for 7Li [39]. The breakthrough in experiments greatly inspired

researchers in atomic physics community and condensed matter physics community

because one can now measure the microscopic quantum mechanical properties in

a macroscopic scale by optical means with the help of BEC. Besides, certain BEC

system exhibits superfluidity and superconductivity [74,84], which implies the close

relation between superfluidity and BEC. Since then, numerous e↵orts have been

devoted to the area, and the numerical simulation has been playing an important

role in understanding the theories and the experiments.

1



1.2 The Gross-Pitaevskii equation (GPE) 2

Mathematically, the most natural way to describe BEC is via the many body

Hamiltonian. In the typical experiments of BEC, the ultra-cold bosonic gases

trapped in an external potential are dilute and weakly interacting, and therefore

the major properties are governed by the weak two-body interactions [54, 90, 93].

The N-body Hamiltonian can be written as [76, 79]

HN =
NX

j=1

Ç
� ~2
2m
�j + V (xj)

å
+

X

1j<kN

V
int

(xj � xk), (1.1.1)

where xj 2 R3 (j = 1, . . . , N) are the positions of the particles, m is the mass

of a boson, �j is the Laplace operator with respect to xj, V (x) is the external

trapping potential, V
int

(xj � xk) denotes the binary interaction between particles,

and  N(x1

, . . . ,xN , t) is the wave function for the BEC, satisfying

Z

R3N
| N(x1

, . . . ,xN , t)|2 dx = 1, (1.1.2)

where X := (x
1

, . . . ,x
N

) 2 R3N. The dynamic of the system is then governed by

the Schrödinger equation

i~@t N(x1

, . . . ,xN , t) = HN N(x1

, ...,xN , t), (1.1.3)

where ~ is the reduced Plank constant and i =
p�1 is the complex unit.

1.2 The Gross-Pitaevskii equation (GPE)

The N-body system (1.1.3) is solvable, but is usually extremely computational

expensive due to the large number of particles in the system, and therefore inappro-

priate for practical use. Simplification of the model will be needed, and one choice

widely used is the Gross-Pitaevskii (GP) theory.

For the trapped BEC system, the GP theory, which is a special case of the mean

field approximation/theory and was proposed in the 1960s by Pitaevskii [92] and

Gross [67] independently, is quite popular in the computation due to its e↵ective-

ness and simplicity. The main idea of mean field theory (MFT) is to replace all
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interactions to one body by an average or e↵ective interaction, sometimes called

a molecular field. This reduces a multi-body problem into an e↵ective one-body

problem, which significantly reduces the computational cost. In the GP theory, we

approximate the binary interaction as the two-body Fermi contact interaction, where

the interaction kernel is taken as the Dirac delta function with a single parameter,

i.e.

V
int

(xj � xk) = g
0

�(xj � xk), (1.2.1)

where �(·) is the Dirac distribution and g
0

= 4⇡~2a
s

m
with as to be the zero energy

s-wave scattering length [79]. This is the heart of the mean field GP theory for

BEC [79, 80, 93], and the approximation is valid only when the temperature is low

and the gas is dilute. For BEC, all particles are in the same quantum state and we

can formally take the Hartree ansatz for the many body wave function as

 N(x1

, . . . ,xN , t) =
NY

j=1

 (xj, t), (1.2.2)

with the normalization condition for the single-particle wave function as k (x, t)k2
2

=
R
R3 | (x, t)|2 dx = 1. Based on (1.2.1) and taking the Hartree ansatz (1.2.2), the

energy of the BEC system can be written as

E( N) = N
Z

R3

ñ ~2
2m

|r (x, t)|2 + V (x)| (x, t)|2 + N � 1

2
g
0

| (x, t)|4
ô
dx ⇡ NE( ),

where E( ) is the energy per particle which approximates N�1

2

by N
2

for large N

and is defined as

E( ) =
Z

R3

ñ ~2
2m

|r (x, t)|2 + V (x)| (x, t)|2 + N

2
g
0

| (x, t)|4
ô
dx. (1.2.3)

And then the Gross-Pitaevskii equation (GPE) is derived by the variation of

E( )

i~@t (x, t) =
�E( )

� ̄
=

ñ
� ~2
2m
r2 + V (x) +Ng

0

| (x, t)|2
ô
 (x, t), (1.2.4)

where ~,m, g
0

have been defined before, and k (x, t)k
2

= 1.
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When the trapping potentials are strongly anisotropic, we can perform the di-

mension reduction of the GPE for BEC as shown in [10,14,36,93] and the GPE (1.2.4)

in 3D can be formally reduced to two dimensions (2D) or one dimension (1D) for the

disk-shaped or cigar-shaped BEC [108], respectively. In fact, after nondimension-

alization [14], the resulting GPE can be written in a unified form in d-dimensions

(d = 1, 2, 3) with x 2 Rd (denoted as x = x 2 R for d = 1, x = (x, y)T 2 R2 for

d = 2 and x = (x, y, z)T 2 R3 for d = 3) as

i@t =

ñ
�1

2
r2 + V (x) + �| |2

ô
 , t � 0, x 2 Rd, (1.2.5)

where  :=  (x, t) is a dimensionless complex-valued wave function, V (x) is a

dimensionless real-valued potential, � is a dimensionless constant describing the

interaction strength.

It can be shown that the dimensionless GPE (1.2.5) conserves the total mass,

i.e.

N(t) :=
Z

Rd

| (x, t)|2dx ⌘ N(0) = 1, t � 0, (1.2.6)

and the energy per particle

E( (·, t)) :=
Z

Rd

ñ
1

2
|r |2 + V (x)| |2 + �

2
| |4
ô
dx ⌘ E( (·, 0)). (1.2.7)

The ground state �g := �g(x) of the GPE (1.2.5) is defined as the minimizer of

the energy functional (1.2.7) under the constraint (1.2.6), i.e. find �g 2 S, such that

Eg := E (�g) = min
�2S

E (�) , (1.2.8)

where S is defined as

S := {� | k�k
2

= 1, E(�) <1} . (1.2.9)

In addition, the ground state �g can also be characterized as a solution to the

following nonlinear eigenvalue problem, i.e. Euler-Lagrange equation of the problem

(1.2.8),

µ� =

ñ
�1

2
r2 + V (x) + �|�|2

ô
�, (1.2.10)
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under the normalization constraint that � 2 S, where the corresponding eigenvalue

(or chemical potential) µ := µ(�) can be computed as

µ = E(�) +
�

2

Z

Rd

|�|4 dx. (1.2.11)

It is obvious from the definition that the ground state is an eigenfunction (or

stationary state) of (1.2.10) with the least energy, while it is possible that there are

other eigenfunctions of (1.2.10) with energies larger than that of the ground state.

Any other eigenfunctions of the GPE (1.2.10) under the constraint (1.2.6) whose

energies are larger than that of the ground state are usually called the excited states

in physics literatures [14,54,93]. Specifically, the excited state with the least energy

among all excited states is usually called the first excited state, which is denoted as

�
1

.

One thing worth mentioning here is that, in the repulsive interaction regime,

the eigenfunction of (1.2.10) with the least energy is also the eigenfunction with the

least chemical potential. In other words, if the eigenstates of the GPE (1.2.5) with

� � 0, lim|x|!+1 V (x) = +1 and the constraint (1.2.6) can be ordered according

to their energies as ��g , �
�
1

, ��
2

, . . . satisfying Eg(�) := E(��g ) < E
1

(�) := E(��
1

) 
E(��

2

)  . . ., it can be shown that µg(�) := µ(��g ) < µ
1

(�) := µ(��
1

) [43]. We apply

the super-index � here to indicate the first excited state ��
1

depends on the value of

�. Therefore, the fundamental gap for chemical potential is well defined as long as

the fundamental gap for energy is well defined.

The GP theory has been verified to predict many properties of BEC quite well,

and it has been the fundamental mathematical model to understand BEC up till now.

Numerous e↵orts have been devoted to studying the GPE both theoretically and

numerically. For the GPE itself, two problems are mostly studied mathematically,

the ground state and the dynamics.

For ground states, Lieb et al. [77] proved the existence and uniqueness of the

ground state in 3D and a more general result for 1D, 2D and 3D was shown in [14].

As for the computation, various numerical methods have been proposed. One of

the most popular method for computing the ground state is the gradient flow with
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discrete normalization (GFDN), which is also known as the imaginary time method

in physical literatures [9,18,51]. Numerous numerical tests have verified the accuracy

and e�ciency of the method. Other schemes include a Runge-Kutta spectral method

with spectral discretization in space and Runge-Kutta type integration in time by

Adhikari et al. in [88], Gauss-Seidel-type methods in [49] by Lin et al., a finite

element method by directly minimizing the energy functional in [29] by Bao and

Tang, a feasible gradient type method and a regularized newton method by Wu,

Wen and Bao in [32], and so on.

For the dynamical part, the well-posedness, dynamical properties, finite time

blow-up and solitons of the GPE have been studied in [14, 44, 103] and references

therein. For the computation, a lot of numerical methods have been proposed and

an overview can be found in [14]. Several commonly used methods that are accu-

rate and e↵ecient include the time-splitting sine pseudospectral method [21–23,33],

time-splitting finite di↵erence method [30, 111], time-splitting Laguerre-Hermite

pseudospectral method [28], conservative Crank-Nicolson finite di↵erence method

[12, 13, 49], semi-implicit finite di↵erence method [12, 13], etc. The comparisons

between di↵erent numerical methods can be refered to [6, 14, 31, 48, 86, 105] and

references therein.

1.3 Problems to study

In this section, I will briefly introduce the three problems to be studied.

• The first problem, which is also the main problem, to be studied in this thesis

is to analyse the modified Gross-Pitaevskii equation (MGPE),

i@t =

ñ
�1

2
r2 + V (x) + �| |2 � �r2(| |2)

ô
 , t � 0, x 2 Rd, (1.3.1)

where  :=  (x, t) is a complex-valued wave function, V (x) is a given real-

valued potential, � and � are dimensionless constants describing the interaction
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between particles and d = 1, 2, 3. The details for the derivation of the equation

can be referred to Chapter 2

We aim to lay a theoretical foundation of the MGPE (1.3.1) and propose

e�cient and accurate numerical methods for the computation. Chapter 2,

Chapter 3, Chapter 4 and Chapter 5 study the MGPE (1.3.1) from di↵erent

aspects, including the dimension reduction problem, theory and computation

of the ground state and dynamics.

• The second problem is to study the fundamental gaps of the GPE (1.2.5) which

are defined as

�E(�) := E(��
1

)� E(��g ) > 0, �µ(�) := µ(��
1

)� µ(��g ) > 0, (1.3.2)

where ��g and ��
1

are the ground state and the first excited state of the GPE

(1.2.5) for a given �. We are interested in finding a uniform lower bound with

respect to all � � 0, i.e.

�1E := inf
��0

�E(�), �1µ := inf
��0

�µ(�). (1.3.3)

We aim to study �E(�) and �µ(�) asymptotically and numerically for two

special cases, i.e. the GPE (1.2.5) with a box potential or a harmonic potential,

to shed light on the fundamental gap problem under a more general external

potential. The e↵ect of the interaction strength � under a fixed external

potential will be focused on and new gap conjectures will be proposed.

• The third problem considered in the thesis is the ground state approxima-

tions and energy asymptotics of the dimensionless time-independent nonlinear

Schrödinger equation (NLSE) in d-dimensions (d = 1, 2, 3) [10,14,21,54,93,103]

ñ
�1

2
�+ V (x) + �|�(x)|2�

ô
�(x) = µ�(x), x 2 ⌦ ✓ Rd, (1.3.4)
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where � := �(x) is a complex-valued wave function satisfying k�k
2

= 1, V (x) is

a given real-valued potential, � � 0 and � � 0 are dimensionless constants de-

scribing the interaction strength and nonlinearity, respectively. The eigenvalue

µ := µ(�), also named as the chemical potential, is defined as [10, 14, 54, 93]

µ(�) = E(�) +
��

� + 1

Z

⌦

|�(x)|2�+2dx, (1.3.5)

where E := E(�) is usually called the energy and defined as [14, 103]

E(�) =
Z

⌦

ñ
1

2
|r�(x)|2 + V (x)|�(x)|2 + �

� + 1
|�(x)|2�+2

ô
dx. (1.3.6)

The ground state can be defined in the same way as in (1.2.8). We aim to find

the energy asymptotics for two cases, either letting � ! 0 or 1 with fixed

� > 0, or letting � !1 with fixed � > 0.

1.4 Scope of the thesis

As shown in the previous section, we will build a theoretical foundation of the

MGPE (1.3.1), considering both its ground state and dynamics, and propose numer-

ical schemes suitable for the computation. The fundamental gap problem for the

GPE and the energy asymptotics for the NLSE will also be studied in this thesis.

The thesis is organized as follows. Chapter 2 is devoted to the dimension re-

duction problem for the MGPE. We will introduce the dimensionless MGPE in 3D

under a harmonic potential. Then we derive rigorously one- and two-dimensional

mean-field equations for cigar- and pancake-shaped BECs with higher-order interac-

tions (HOIs), respectively. We show how the HOI modifies the contact interaction

of the strongly confined particles. Numerical results will be provided to show the

accuracy of our results.

Chapter 3 is devoted to characterizing the ground states of BEC with HOI, mod-

eled by the MGPE (1.3.1). In fact, due to the appearance of HOI, the ground state

structures become very complicated. We establish the existence, uniqueness and

non-existence results under di↵erent parameter regimes, and obtain their limiting
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behaviors and/or structures with di↵erent pairs of HOI and contact interactions.

Both the whole space case and the bounded domain case are considered, where dif-

ferent structures of the ground states are identified. In addition, for both box and

harmonic traps in 1D, 2D and 3D, we obtain explicitly the analytical Thomas-Fermi

(TF) densities and corresponding energies, together with numerical validation.

In Chapter 4, we propose and compare several numerical schemes for computing

the ground state. We will firstly review the widely used methods for the GPE, i.e.

the gradient flow method and a gradient-type method by directly minimizing the

discretized energy, and generalize them to the MGPE case. And then a new scheme,

which minimizes the discretized energy via density formulation, will be proposed.

One obvious benefit by using density formulation is that we change the original

nonconvex problem to be a convex optimization problem. But we will also have a

disadvantage that the nonlinear term is not well defined in the region where density

is almost zero. As a result, regularization is needed. The convergence problem and

the e�ciency of our new scheme will be studied in details. We will write out each

scheme explicitly and analyze the basic properties of the schemes. Numerical tests

will also be performed to test the e�ciency and accuracy of our schemes.

In Chapter 5, we analyze the dynamical properties of the MGPE both theo-

retically and numerically. In particular, we would like to see how the HOI a↵ects

the dynamics. In theory, we show the dynamics of the quantities like momentum

and center of mass. For a problem with a harmonic potential, a special type of the

exact solution will be constructed. We will also show conditions of possible finite

time blow-up. As for the computation, we adopt the time-splitting method to the

MGPE, and numerical tests will be provided.

Chapter 6 mainly focuses on a special problem, i.e. the fundamental gap prob-

lem for the GPE. We study both asymptotically and numerically the fundamental

gaps in energy and chemical potential of the GPE with repulsive interactions under

di↵erent trapping potentials including box potential and harmonic potential. Based
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on our asymptotic and numerical results, we formulate gap conjectures on the fun-

damental gaps in energy and chemical potential of the GPE in bounded domains

with the homogeneous Dirichlet boundary condition, and in the whole space with a

convex trapping potential growing at least quadratically in the far field. We then

extend these results to the GPE on bounded domains with either the homogeneous

Neumann boundary condition or periodic boundary condition.

Chapter 7 is about the ground state approximations and energy asymptotics of

the NLSE (1.3.4). One limiting case is to let � ! 0 or 1 with � > 0 fixed, and the

other limiting case is to let � !1 with � > 0 fixed. Two special external potentials

are considered, the box potential and the harmonic potential. Though most results

are just generalizations of the GPE case, it is worth noticing that a bifurcation is

observed in the ground state when the power of the nonlinearity goes to1 for both

choices of the external potentials.

In Chapter 8, conclusions are drawn and some possible future studies are dis-

cussed.



Chapter 2
BEC with Higher Order Interactions

2.1 Introduction

The treatment of e↵ective two-body contact interactions has been proven to be

successful, but it is limited due to the low energy or low density assumption [60]. In

the case of high particle densities or strong confinement, there will be a wider range

of possible momentum states and correction terms should be included in the GPE

for better description [3,63]. In [53,60], a higher order interaction (HOI) correction

to the pseudopotential approximation has been analyzed, and gives the new form of

the binary interaction between atoms as

V
int

(z) = g
0

ï
�(z) +

g
1

2

Ä
�(z)r2

z

+r2

z

�(z)
äò

, (2.1.1)

where z = x
1

� x
2

and g
0

= 4⇡~2a
s

m
is the contact interaction strength with as being

the s-wave scattering length. HOI correction is given by the parameter g
1

= a2
s

3

� a
s

r
e

2

with re being the e↵ective range of the two-body interaction. When re =
2

3

as, it is

for the hard sphere potential.

2.2 The modified Gross-Pitaevskii equation (MGPE)

In this section, we derive the MGPE and get its dimensionless form in 3D. Anal-

ogous to the derivation of the GPE (1.2.5), we show briefly how the HOI correction

11
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to the pseudopotential approximation modifies the GPE by following the procedure

in [63]. It is obvious that we only need to study the term for the HOI correction.

For simplicity, we introduce

Ĥ
mod

=
g
0

g
1

2

î
�(x

1

� x
2

)r2

x1�x2
+r2

x1�x2
�(x

1

� x
2

)
ó
. (2.2.1)

By changing x
1

,x
2

to be R = (x
1

+x
2

)/2, r = x
1

�x
2

, integrating over r and doing

integration by parts when necessary, we get
ZZ

R3⇥R3
 ̄(x

1

, t) ̄(x
2

, t)Ĥ
mod

 (x
1

, t) (x
2

, t) dx
1

dx
2

=
g
0

g
1

2

ZZ

R3⇥R3
 ̄(R+

r

2
, t) ̄(R� r

2
, t)
î
�(r)r2

r

+r2

r

�(r)
ó

 (R+
r

2
, t) (R� r

2
, t) drdR

=
g
0

g
1

4

Z

R3

î
 ̄2 r2 �  ̄2(r )2 +  2 ̄r2 ̄ �  2(r ̄)2ó dR

=
g
0

g
1

2

Z

R3
| |2r2(| |2) dR.

Now substituting (2.1.1) into the N-body Schrödinger equation (1.1.3) with the N-

body Hamiltonian defined in (1.1.1), and then taking the Hartree ansatz (1.2.2) and

applying the results computed above, we can rewrite the energy of the BEC with

HOI as

E( N) = N
Z

R3

ñ ~2
2m

|r (x, t)|2 + V (x)| (x, t)|2 + N � 1

2
g
0

| (x, t)|4

+
N � 1

4
g
0

g
1

| (x, t)|2r2(| (x, t)|2)
ô
dx ⇡ NE( ),

where E( ) is the energy per particle which approximates N � 1 by N for large N

and is defined as

E( ) =
Z

R3

ñ ~2
2m

|r (x, t)|2 + V (x)| (x, t)|2

+
N

2
g
0

Å
| (x, t)|4 + g

1

2
| (x, t)|2r2(| (x, t)|2)

ãô
dx.

And then the modified Gross-Pitaveskii equation (MGPE) [53,63,64,108], is derived

by the variation of E( ) as

i~@t =

ñ
� ~2
2m
r2 + V (x) +Ng

0

Å
| |2 + g

1

2
r2| |2

ãô
 , t � 0, x 2 R3, (2.2.2)
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where x 2 R3 is the Cartesian coordinate vector, ~ is the reduced Planck constant,

m is the mass of the particle, V (x) is a real-valued external trapping potential, g
0

, g
1

have been defined before and k (x, t)k
2

= 1.

To nondimensionalize the MGPE (2.2.2), we consider a special but commonly

used external potential, i.e. the harmonic potential which is defined as

V
ho

(x) =
m

2
(!2

xx
2 + !2

yy
2 + !2

zz
2), (2.2.3)

where !x,!y,!z are trapping frequencies in x-, y-, and z- direction.

In order to nondimensionalize the 3D MGPE (2.2.2), we introduce [10, 14]

t̃ =
t

ts
, x̃ =

x

xs

,  ̃(x̃, t̃) = x3/2
s  (x, t), Ṽ (x̃) =

t2s
mx2

s

V (x), (2.2.4)

where ts, xs are the scaling parameters of dimensionless time and length units,

respectively, satisfying ~ = mx2

s/ts. Plugging (2.2.4) into (2.2.2), multiplying by

t2s/(mx2

s), and then removing all ,̃ we obtain the following dimensionless MGPE in

3D,

i@t = �1

2
r2 + V (x) + �| |2 � �r2| |2 , (2.2.5)

where � = 4⇡Na
s

x
s

, � = �4⇡N
x3
s

⇣
a3
s

3

� a2
s

r
e

2

⌘
.

For the 3D harmonic potential (2.2.3), we may choose ts = 1

!0
, xs =

q
~

m!0

with !
0

= min{!x,!y,!z}. Introducing �x = !
x

!0
, �y = !

y

!0
and �z = !

z

!0
, and the

dimensionless trapping potential is given by

V (x) =
1

2

Ä
�2xx

2 + �2yy
2 + �2zz

2

ä
, x 2 R3. (2.2.6)

2.3 Dimension reduction

In this section, we study dimension reduction problem for the MGPE (2.2.5).

In many experiments, a strong harmonic trap is applied along one or two direc-

tions to confine (or suppress) the condensate into pancake or cigar shape, respec-

tively. In such cases, the usual Thomas-Fermi (TF) approximation for the full
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three-dimensional (3D) case becomes invalid. It is then desirable to derive the e↵ec-

tive one- (1D) and two-dimensional (2D) models, which o↵ers compelling advantage

for numerical computations compared to the 3D case.

We present e↵ective mean-field equations for trapped BECs with HOI in one and

two dimensions. Our equations are based on a mathematically rigorous dimension

reduction of the 3D MGPE (2.2.5) to lower dimensions. Such dimension reduction

has been formally derived in [14,20,26,42,99,115] and rigorously analyzed in [24,36],

for the conventional GPE, i.e. without HOI. While for the MGPE, to our knowledge,

this result has not been obtained, except for some preliminary works [108, 110],

where the Gaussian profile is assumed in the strongly confining direction following

the conventional GPE case. Surprisingly, our findings suggest that the Gaussian

profile assumption is inappropriate for the quasi-1D BEC with HOI.

In the derivation of the quasi-1D (2D) model for the BEC with HOI, we assume

that the leading order (in terms of aspect ratio) of the full 3D energy is from the

radial (longitudinal) wave function, such that the BEC can only be excited in the

non-confining directions, resulting in e↵ective 1D (2D) condensates. Based on this

principle, we show that the longitudinal wave function can be taken as the ground

state of the longitudinal harmonic trap in quasi-2D BEC, and the radial wave func-

tion has to be taken as the Thomas-Fermi (TF) type (see (2.3.2)) in quasi-1D BEC,

which is totally di↵erent from the conventional GPE case [108, 110]. We compare

the ground states of the quasi-1D and quasi-2D BEC with the ground states of the

full 3D BEC and find good agreement. In particular, our ground states are good ap-

proximations to those of the full 3D MGPE in regimes where the TF approximation

fails.

For simplicity, we only consider the cylinder symmetric case in this section where

we introduce !r := !x = !y and define the aspect ratio of the harmonic trap as

� = !r/!z. (2.3.1)
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2.3.1 From 3D to 1D

Intuitively, the energy separation between stationary states is much larger in the

radial direction than in the axial direction, and it is possible to freeze the radial

motion of BEC [66]. As a consequence, the wave function of the system is in the

variable separated form, i.e. it is the multiplication of the axial direction function

and the radial direction function.

First, we present an e↵ective mean-field equation for the axial wave function of

the BEC with HOI, by assuming a strong radial confinement. In order to derive the

mean-field equation for the axial wave function, we start with with the dimensionless

3D equation (2.2.5). In the quasi-1D BEC with HOI, the 3D wave function can be

factorized as

 (x, t) = e�iµ2Dt�
2D(x, y) 1D(z, t), (2.3.2)

with appropriate radial state function �
2D and µ

2D 2 R. Once the radial state

�
2D is known, we could project the MGPE (2.2.5) onto the axial direction to derive

the quasi-1D equation. The key to find such �
2D is the criterion that, the energy

separation between stationary states should be much larger in the radial direction

than in the axial direction, i.e. there is an energy scale separation between the radial

state �
2D and the axial wave function.

For the conventional GPE, i.e. � = 0, a good choice for �
2D is the Gaussian

function [14], which is the ground state of the radial harmonic trap, as �
2D(r) =

»
�
⇡
e�

�r

2

2 . The reason is that the order of the energy separation between states of

the conventional BEC is dominated in the radial direction by the radial harmonic

oscillator part, which is O(�), much larger than the interaction energy part if � =

O(1). Alternatively, it would be possible to use variational Gaussian profile approach

to find �
2D(r) [99]. In a similar dimension reduction problem for cold fermion

gases [2], the profile �
2D is chosen based on comparison between energy levels of

the harmonic oscillator and Fermi energy. For BEC with HOI, the extra HOI term

contributes to the energy. Thus, a more careful comparison between the kinetic
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energy part and the HOI energy part is needed.

Substitute (2.3.2) into Eq. (2.2.5), we can get the equations for  
1D for appro-

priate µ
2D as

i@t 1D(z, t) =

ñ
�1

2
@zz + V

1D(z) + �
1

| 
1D|2 � �1(@zz| 1D|2)

ô
 
1D, (2.3.3)

where V
1D(z) =

1

2

z2,

�
1

= �
ZZ

|�
2D|4dxdy + �

ZZ
|r?|�2D|2|2dxdy, (2.3.4a)

�
1

= �
ZZ

|�
2D|4dxdy, (2.3.4b)

andr? = (@x, @y)T . It remains to determine �
2D and we are going to use the criteria

that the energy separation scales are di↵erent in di↵erent directions. In order to do

this, we need calculate the energy scale in z direction. Hence, we take the stationary

states (ground states) of (2.3.3) as

 
1D(z, t) = e�iµ1Dt�

1D(z). (2.3.5)

Combining Eqs. (2.3.2) and (2.3.5), following the way to find Eq. (2.3.3), we can

derive the equations for �
2D(x, y) as

µ
2D�2D = �1

2
r2

?�2D + V
2D(r)�2D + �

2

|�
2D|2�2D � �2(r2

?|�2D|2)�2D, (2.3.6)

where r2

? = @xx + @yy, the radially symmetric potential V
2D = �2

2

(x2 + y2),

�
2

= �
Z

|�
1D|4dz + �

Z
|@z|�1D|2|2dz, (2.3.7a)

�
2

= �
Z

|�
1D|4dz. (2.3.7b)

To determine the frozen state �
2D, we need minimize the energy of Eq. (2.3.6),

while parameters �
2

and �
2

depends on �
1D. So actually, we need solve a coupled

system simultaneously for �
2D and �

1D. To this purpose, we will consider the

problem in the quasi-1D limit as � !1. Intuitively, transverse direction is almost

compressed to a Dirac delta function as � !1, so that a proper scaling is needed

to obtain the correct form of �
2D.
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We will determine �
2D via a self consistent iteration as follows: given some �

2

and �
2

, under proper scaling as � ! 1, (i) drop the less important part to get

approximate �
2D, (ii) put �2D into Eq. (2.3.3) to determine the longitudinal ground

state �
1D, (iii) use �1D to compute �

2

and �
2

, and then (iv) check if it is consistent.

In the quasi-1D regime, � ! 1, similar to the conventional GPE case, due

to the strong confinement in transverse direction, the ground state solution �
1D is

very flat in z direction, as both nonlinear terms exhibit repulsive interactions. It is

easy to get the scalings of
R |@z|�1D|2|2dz = O(L�3),

R |�
1D|4dz = O(L�1), where L

indicates the correct length scale of �
1D. Therefore �2 and �

2

are of the same order

by definition, since L!1 in the quasi-1D limit.

For mathematical convenience, we introduce " = 1/
p
� such that "! 0+. In the

radial variable, introduce the new scale r̃ = r/"↵ and w̃(r̃) = "↵�
2D(r) such that

r̃ ⇠ O(1) and kw̃k = 1, then (2.3.6) becomes

µ
2Dw̃ = �r

2

?w̃

2"2↵
+

r̃2w̃

2"4�2↵
+
�
2

"2↵
w̃3 � �

2

"4↵
r2

?(|w̃|2)w̃. (2.3.8)

Notice that the term �
2

/"2↵w̃3 can be always neglected compared to the last

term since �
2

⇠ �
2

and "�↵ ⌧ "�3↵ as " ! 0+. On the other hand, �
2

and �
2

are

both repulsive interactions while only the potential term confines the condensate.

Thus, the correct leading e↵ects (HOI or kinetic term) should be balanced with the

potential term. Now, we are only left with two possibilities:

Case I, � 1

2"2↵
r̃2?w̃ is balanced with term r̃2

2"4�2↵ w̃, and
�2
"4↵
r̃2?(|w̃|2) ̃ is smaller.

In this case, "2↵ ⇠ "4�2↵. So we get ↵ = 1. Besides, we also need "�2↵ � �2
"4↵

, i.e.

�
2

⌧ "2.

Case II, �2
"4↵
r̃2?(|w̃|2)w̃ is balanced with term r̃2

2"4�2↵ w̃, and � 1

2"2↵
r̃2?w̃ is much

smaller. In this case, �2
"4↵
⇠ 1

"4�2↵ and "�2↵ ⌧ 1

"4�2↵ , i.e. ↵ < 1 and �
2

⇠ "6↵�4.

We will check if the scaling is consistent for each case.

Case I. Since ↵ = 1 , we have �
2D as the ground state of the radial harmonic

oscillator,

�
2D(r) =

1p
⇡"2

e�
r

2

2"2 , (2.3.9)
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and
ZZ

|�
2D|4dxdy =

1

2⇡"2
,
ZZ

|r?(|�2D|2)|2dxdy =
1

⇡"4
.

Recalling �
1

and �
1

in Eq. (2.3.4), the parameters are in TF regime I (cf. sec-

tion 3.3.2), so in z direction we can get the approximate solution from section 3.3.2

as:

�
1D ⇡

Ã
((z⇤)2 � z2)

+

2�
1

, z⇤ =

Ç
3�

1

2

å 1
3

, (2.3.10)

By definition of �
2

(2.3.7b), we obtain

�
2

= �
Z

|�
1D|4dz =

3�

5

Ç
2

3�
1

å 1
3

, (2.3.11)

while

�
1

⇠ �
ZZ

|r?(|�2D|2)|2dxdy =
�

⇡"4
. (2.3.12)

Combining (2.3.11) and (2.3.12), we get �
2

= O("
4
3 ). But this contradicts the

requirement that �
2

⌧ "2. Thus Case I is inconsistent.

Case II. As �
2

term is more significant than the kinetic term, we solve µ
2D =

r2/2"4 � �
2

r2

?|�2D|2 within the support of �
2D(r) and get

�
2D(r) =

(R2 � r2)
+p

32"4�
2

, R = 2a", a =

Ç
3�

2

2⇡"2

å 1
6

. (2.3.13)

Hence, we know

ZZ
|�

2D|4dxdy =
3

10�
2

Ç
3�

2

2⇡"2

å 2
3

, (2.3.14)

ZZ
|r?|�2D|2|2dxdy =

1

2�
2

"2

Ç
3�

2

2⇡"2

å 1
3

. (2.3.15)

Again, recalling �
1

and �
1

in Eq. (2.3.4), the parameters are in TF regime I (cf.

Sec. 3.3.2), so in z direction we can get the approximate solution from Sec. 3.3.2 as

Eq. (2.3.10). Using �
1D(z) in Eq. (2.3.10), we can compute

�
2

= �
Z

|�
1D|4dz =

3�

5

Ç
2

3�
1

å 1
3

, (2.3.16)
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while

�
1

⇠ �
Z

|r?|�2D|2|2dxdy =

Ç
3

2⇡

å 1
3 �

2"
8
3 �

2
3
2

. (2.3.17)

Combining (2.3.16) and (2.3.17), we find �
2

= 2·3
5
7 ⇡

1
7 �

6
7 "

8
7

5

9
7

, �
1

⇠ 5

6
7

3

1
7 ·4⇡

3
7
�

3
7�

12
7 . Notic-

ing the requirement that �
2

⇠ "6↵�4, we get ↵ = 6/7, and it satisfies the other

constraint ↵ < 1. Thus, Case II is self consistent, and it is the case that we should

choose to derive the mean field equation for the quasi-1D BEC. �
1

, �
1

can be ob-

tained as in Eq. (2.3.20).

To summarize, we identify that the energy contribution from the HOI term

(2.3.6) in transverse direction is dominant when � � 1. It shows a completely

di↵erent scenario compared to the conventional GPE, in which the transverse har-

monic oscillator terms are dominant. The explicit form for the transverse radial

state function �
2D(r) for the quasi-1D BEC with HOI is determined as

�
2D(x, y) ⇡ �(R2 � r2)

+

4
p
2�r

, r =
»
x2 + y2, (2.3.18)

where R = 2
⇣

3�
r

2⇡�2

⌘ 1
6 , �r =

2·3
5
7 ⇡

1
7 �

6
7

5

9
7 �

4
7

, µ
2D⇡ 3

4
7 �

2
7 �

8
7

⇡
2
7
5

3
7

and (f)
+

= max{f, 0}.
With this explicit form of the approximate solutions, we can further get the

leading order approximations of chemical potential and energy for the original 3D

problem. It turns out that µ3D
g ⇡ 9

8

µ
2D and E3D

g ⇡ 7

8

µ
2D, where µ

2D is computed

approximately as before.

It is worth pointing out that the determination of the radial state �
2D(r) is

coupled with the axial direction state (see (2.3.4)). Therefore, a coupled system

of the radial and axial states is necessary to get more refined approximate density

profiles for ground states, as compared to the above approximation �
2D(r).

In the axial z direction, multiplying (2.2.5) by �
2D and integrating the x, y

variables, we obtain the mean-field equation for the quasi-1D BEC with HOI as

i@t 1D(z, t) = �1

2
@zz 1D+V

1D(z) 1D+�
1

| 
1D|2 1D��1(@zz| 1D|2) 1D, (2.3.19)
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where V
1D(z) =

1

2

�2zz
2 = 1

2

z2, and

�
1

=
5

6
7

3
1
7 · 4⇡ 3

7

�
3
7�

12
7 +

3
10
7

4 · 5 4
7⇡

5
7

��
6
7

�
2
7

, (2.3.20a)

�
1

=
3

10
7

4 · 5 4
7⇡

5
7

�
5
7�

6
7 . (2.3.20b)

From Eq. (2.3.19), it is observed that the HOI provides extra repulsive contact

interactions in the quasi-1D BEC. More interestingly, the first term in �
1

suggests

that the contact interaction is dominated by the HOI part.

If the repulsive contact interaction dominates the dynamics in (2.3.19), we could

neglect the kinetic and HOI parts to obtain an analytical expression for the quasi-

1D BEC with HOI. This agrees with the usual Thomas-Fermi approximation for

the conventional quasi-1D BEC, and its validity is shown in Sec. 3.3.2 (referred as

region I). In such situation, the approximate density profile is given as:

n
1D(z) = | 

1D|2 =
((z⇤)2 � z2)

+

2�
1

, (2.3.21)

where z⇤ =
Ä
3�1
2

ä 1
3 .

In Fig. 2.1, we compare the ground state densities of quasi-1D BEC with HOI

determined via (2.3.19) and the numerical results from 3D MGPE in (2.2.5) by

integrating over the transversal directions. As shown in the figure, our proposed

1D equation, Eq. (2.3.19), and (2.3.18) describes the BEC accurately in axial and

radical direction separately, while the traditional Gauss approximation totally fails.

2.3.2 From 3D to 2D

In this section, we consider the BEC being strongly confined in the axial direc-

tion, which corresponds to the case 0 < � ⌧ 1. Accordingly, we choose rescaling

parameters used in (2.2.5) as !
0

= !r, xs =
»
~/m!r, and we work with the dimen-

sionless equation (2.2.5).

Similar to the case of quasi-1D BEC, we assume that the wave function can be

factorized in the quasi-2D case as

 (x, t) = e�iµ1Dt 
2D(x, y, t)�1D(z), (2.3.22)
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Figure 2.1: (quasi-1D ground state) Red line: approximation (2.3.18) in radical

direction and numerical solution of (2.3.19) in axial direction. Blue line: traditional

Gauss approximation in radical direction and corresponding numerical solution in

axial direction. Shaded area: numerical solution from the original 3D model (1.3.1).

The corresponding �’s are given in the plots. For other parameters, we choose

� = 1, � = 20.
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for appropriate longitudinal state �
1D(z) and µ

1D 2 R.

Plugging Eq. (2.3.22) into Eq. (2.2.5), we can get the equations for  
2D with

appropriate µ
1D as

i@t 2D(x, y, t) =

ñ
�1

2
r2

? + V
2D(x, y) + �

2

| 
2D|2 � �2(r2

?| 2D|2)
ô
 
2D, (2.3.23)

where the radially symmetric potential V
2D(r) =

1

2

r2 and

�
2

= �
Z

|�
1D|4dxdy + �

Z
|@z|�1D|2|2dz, (2.3.24a)

�
2

= �
Z

|�
1D|4dxdy. (2.3.24b)

It remains to determine �
1D and we are going to use the same idea as that in the

quasi-1D BEC. In order to do this, we need calculate the energy scale in the r

direction. Hence, we take the stationary states (ground states) of Eq. (2.3.23) as

 
2D(r, t) = e�iµ2Dt�

2D(r). (2.3.25)

Combining Eq. (2.3.22) with Eq. (2.3.25), we can derive the equations for �
1D(z)

as

µ
1D�1D = �1

2
@zz�1D + V

1D(z)�1D + �
1

|�
1D|2�1D � �1(@zz|�1D|2)�1D, (2.3.26)

where V
1D(z) =

z2

2�2
,

�
1

= �
Z

|�
2D|4dz + �

Z
|r?|�2D|2|2dz, (2.3.27a)

�
1

= �
Z

|�
2D|4dz. (2.3.27b)

We proceed similarly to the quasi-1D case. For mathematical convenience, de-

note " =
p
� such that " ! 0+. Rescale z variable as z̃ = z/"↵, w̃(z̃) = "

↵

2 �
1D(z)

for some ↵ > 0. By removing the tildes, Eq. (2.3.26) becomes

µ
1Dw = � 1

2"2↵
@zzw +

z2

2"4�2↵
w +

�
1

"↵
w3 � �

1

"3↵
(@zz|w|2)w. (2.3.28)

Assuming that the scale is correct, then w will be a regular function, independent

of " so that its norm will be O(1). Now, we will determine the scale. Intuitively, by
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the same reason shown in the quasi-1D case, the term �1
"↵
w3 can always be neglected

compared to the HOI term. In addition, the potential term is the only e↵ect that

confines the condensate, and can not be neglected. As a result, there are only two

possibilities:

Case I. � 1

2"2↵
@zzw is balanced with term z2

2"4�2↵w, and �1
"3↵

(@zz|w|2)w is much

smaller. In this case, "2↵ ⇠ "4�2↵. So we get ↵ = 1. Besides, we also need

"�2↵ � �1
"3↵

, i.e. �
1

⌧ ".

Case II. �1
"3↵

(@zz|w|2)w is balanced with term z2

2"4�2↵w, and � 1

2"2↵
@zzw is much

smaller. In this case, �1
"3↵
⇠ 1

"4�2↵ and "�2↵ ⌧ 1

"4�2↵ , i.e. ↵ < 1 and �
1

⇠ "5↵�4.

Now, we check the consistency of each case.

Case I. Since ↵ = 1, we can obtain �
1D(z) as the ground state of the longitudinal

harmonic oscillator as

�
1D(z) =

Ç
1

⇡"2

å 1
4

e�
z

2

2"2 , (2.3.29)

and the following quantities can be calculated:
Z
|�

1D|4dz =
1p
2⇡"

,
Z

|(|�
1D|2)0|2dz =

1p
2⇡"3

. (2.3.30)

By examining �
2

and �
2

in Eq. (2.3.23), we find �
2

is dominant as "! 0+ and the

ground state �
2D(r) can be obtained as TF approximation in the parameter regime

I as shown in section 3.3.2,

�
2D(r) =

s
(R2 � r2)

+

2�
2

, where R =

Ç
4�

2

⇡

å 1
4

. (2.3.31)

Then we can compute
ZZ

|�
2D|4dxdy =

2

3
p
⇡�

2

, (2.3.32)

ZZ
|r?(|�2D|2)|2dxdy =

2

�
2

. (2.3.33)

Having �
2D, we can check the consistency of Case I. By the definition of �

1

in

Eq. (2.3.27), we get

�
1

= �
ZZ

|�
2D|4dxdy =

2�

3
p
⇡�

2

, (2.3.34)
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while it follows from the definition of �
2

in Eq. (2.3.24),

�
2

⇠ �
Z

|(|�
1D|2)0|2dz =

�p
2⇡"3

. (2.3.35)

Combining Eqs. (2.3.34) and (2.3.35), we obtain �
1

= 2

3

q
�
⇡
(2⇡)

1
4 "

3
2 = O("

3
2 ) = o("),

which satisfies the requirement for �
1

. Thus, Case I is self consistent.

Case II. In this case, we solve equation µ
1D = z2

2"4
��

1

@zz|�1D|2 within the support

of �
1D and get

�
1D(z) =

((z⇤)2 � z2)
+

2"2
p
6�

1

, z⇤ =

Ç
45�

1

"4

2

å 1
5

.

Then we have the identities as

Z
|�

1D|4dz =
2

63

Ç
45

2

å 4
5 Ä
"4�

1

ä� 1
5 , (2.3.36)

Z
|(|�

1D|2)0|2dz =
2

21

Ç
45

2

å 2
5 Ä
"4�

1

ä� 3
5 . (2.3.37)

In the quasi-2D limit regime, i.e. 0 < " ⌧ 1, by the definitions of �
2

and �
2

in

Eq. (2.3.24), we find �
2

is dominant and �
2D can be obtained as the TF density in

parameter regime I shown in section 3.3.2, which is exactly the same as Eq. (2.3.31).

Similar to the previous case, we can calculate

�
1

= �
ZZ

|�
2D|4dxdy =

2�

3
p
⇡�

2

, (2.3.38)

where

�
2

⇠ �
Z

|(|�
1D|2)0|2dz =

2�

21

Ç
45

2

å 2
5 Ä
"4�

1

ä� 3
5 . (2.3.39)

Combining Eqs. (2.3.38) and (2.3.39), we can get �
1

⇡ 2

45

Ä
105�
⇡

ä 5
7 "

12
7 . But the

requirement is �
1

⇠ "5↵�4, so we get ↵ = 8/7. This contradicts the other requirement

that ↵ < 1. In other words, Case II is inconsistent.

In summary, only Case I is consistent and �
1D should be chosen as Eq. (2.3.29).

Thus, mean-field equation for quasi-2D BEC is derived in Eq. (2.3.41) with given
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constants in Eq. (2.3.42). In this way, we find that the leading order energy sepa-

ration in z direction is due to the longitudinal harmonic oscillator, while the cubic

interaction and HOI parts are less important. This fact suggests that the ground

mode of the longitudinal harmonic oscillator, i.e. a Gaussian type function, is a

suitable choice for �
1D(z). To be more specific,

�
1D(z) ⇡

Ç
1

⇡�

å 1
4

e�
z

2

2� , (2.3.40)

and µ
1D ⇡ 1/2�.

Substituting (2.3.22) with (2.3.40) into the MGPE (1.3.1), then multiplying

(1.3.1) by �
1D and integrating the longitudinal z out, we obtain the mean-field

equation for the quasi-2D BEC with HOI as

i@t 2D = �1

2
r2 

2D + V
2D(x, y) 2D + �

2

| 
2D|2 2D � �2(r2| 

2D|2) 2D, (2.3.41)

where V
2D(x, y) =

1

2

(x2 + y2) and

�
2

=
�p
2⇡�

+
�p
2⇡�3

, �
2

=
�p
2⇡�

. (2.3.42)

Similar to the quasi-1D BEC case, HOI induces e↵ective contact interaction in

the quasi-2D regime, which dominates the contact interaction (� part). We then

conclude that even for small HOI �, the contribution of HOI could be significant in

the high particle density regime of quasi-2D BEC.

Analogous to the quasi-1D BEC case, we can derive the usual Thomas-Fermi

(TF) approximation when the repulsive interaction �
2

dominates the dynamics, and

the analytical density for the quasi-2D BEC with HOI reads as

n
2D(r) = | 

2D|2 =
(R2 � r2)

+

2�
2

, r =
»
x2 + y2, (2.3.43)

where R =
Ä
4�2
⇡

ä 1
4 .

In order to verify our findings in this section, we compare the quasi-2D ground

state densities obtained via Eq. (2.3.41), TF density (2.3.43) and the numerical

results from 3D MGPE (2.2.5) by integrating z out. The results are displayed in
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Figure 2.2: (quasi-2D ground state) Red line: approximation (2.3.40) in axial direc-

tion and numerical solution of (2.3.41) in radical direction. Blue dash line: Thomas-

Fermi approximation of (2.3.43) in radical direction. Shaded area: numerical so-

lution from the original 3D model (1.3.1). The corresponding �’s are given in the

plots. For other parameters, we choose � = 5, � = 1.

Fig. 2.2. The BEC is broadened compared to the analytically predicated profile

because of the e↵ective repulsive interaction from the HOI. Thus, in the regime of

small or moderate interaction energy �
2

, the usual approach to BECs with HOI via

conventional Thomas-Fermi approximation fails. On the other hand, it turns out

that our proposed 2D equation, Eq. (2.3.41), is accurate for quasi-2D BEC in the

mean-field regime at experimentally relevant trap aspect ratios �.

2.4 The d-dimensional MGPE

As shown in the previous section, we might need the MGPE in 1D and 2D as well

in practice. In fact, the MGPE (2.2.5) under a harmonic potential can be written
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in a unified form in d-dimensions (d = 1, 2, 3) with x 2 Rd (denoted as x = x 2 R

for d = 1, x = (x, y)T 2 R2 for d = 2 and x = (x, y, z)T 2 R3 for d = 3) as

i@t =

ñ
�1

2
r2 + V (x) + �| |2 � �r2| |2

ô
 , t � 0, x 2 Rd, (2.4.1)

where

V (x) =

8
>>>>>>><

>>>>>>>:

1

2

(�2
1

x2 + �2
2

y2 + �2
3

z2), d = 3,

1

2

(�2
1

x2 + �2
2

y2), d = 2,

1

2

�2
1

x2, d = 1,

(2.4.2)

where �
1

, �
2

, �
3

are dimensionless trapping frequencies in x-, y-, and z- direction, �

and � are two dimensionless real constants for describing the contact interaction and

HOI strengths, respectively.

Another commonly seen potential is the box potential, which is defined as

V (x) =

8
><

>:

0, x 2 ⌦.
1, x /2 ⌦,

(2.4.3)

where ⌦ ⇢ Rd (d = 1, 2, 3) is a bounded domain. In this case, the MGPE can be

written as the following equation defined in the bounded domain ⌦,

i@t =

ñ
�1

2
r2 + �| |2 � �r2| |2

ô
 , t � 0, x 2 ⌦,  |@⌦ = 0. (2.4.4)

We can change V (x) to be some other potentials such as optical lattice potential

and double-well potential as well. We refer to [11,14,93] and references therein. For

the rest of this paper, we assume that V (x) is a general given real-valued function,

and without loss of generality, we assume V (x) � 0 for external potentials that are

bounded from below.

For the d-dimensional MGPE (2.4.1), we can show that it conserves the total

mass , i.e.

N(t) :=
Z

Rd

| (x, t)|2dx ⌘ N(0) = 1, t � 0, (2.4.5)



2.4 The d-dimensional MGPE 28

and the energy per particle, i.e.

E( (·, t)) =
Z

Rd

ñ
1

2
|r |2+V (x)| |2+ �

2
| |4+ �

2
|r| |2|2

ô
dx ⌘ E( (·, 0)). (2.4.6)

The proofs can be referred to section 5.1.

The ground state �g := �g(x) of the MGPE (2.4.1) is defined as the minimizer

of the energy functional (2.4.6) under the constraint (2.4.5), i.e.

�g := argmin
�2S

E (�) , (2.4.7)

where S is defined as

S := {� | k�k
2

= 1, E(�) <1} , (2.4.8)

and Eg = E(�g) is call the ground state energy. The existence, uniqueness and

nonexistence of the ground state will be shown in Chapter 3.

The ground state �g can also be characterized as a solution to the following

nonlinear eigenvalue problem, i.e. Euler-Lagrange equation of the problem (2.4.7)

µ� =

ñ
�1

2
r2 + V (x) + �|�|2 � �r2(|�|2)

ô
�, (2.4.9)

under the normalization constraint � 2 S, where the energy and the corresponding

eigenvalue (or chemical potential) µ := µ(�) can be computed as

E(�) =
Z

Rd

ñ
1

2
|r�|2 + V (x)|�|2 + �

2
|�|4 + �

2

���r|�|2
���
2

ô
dx, (2.4.10)

µ = E(�) +
Z

Rd

Ç
�

2
|�|4 + �

2

���r|�|2
���
2

å
dx. (2.4.11)

Later, we will start from the d-dimensional (d = 1, 2, 3) MGPE (2.4.1). In

Chapter 3 and Chapter 4, I will focus on the theory and computation of the ground

state, respectively. In Chapter 5, the dynamics will be focused on.



Chapter 3
Mathematical Theory for Ground States

3.1 Introduction

In this chapter, we aim to build a theoretical foundation of the ground state of

the modified Gross-Pitaevskii equation (MGPE) (2.4.1). For ground state, instead of

considering the MGPE (2.4.1), we usually consider the time-independent nonlinear

eigenvalue problem (2.4.9) via the normalized time-independent wave function �(x)

satisfying

k�(x)k
2

= 1, (3.1.1)

with energy and chemical potential defined as before in (2.4.10) and (2.4.11).

The MGPE (2.4.1) has been found in many applications and the MGPE (2.4.1)

with � = 0 has been thoroughly studied in literatures and we refer the readers to

[10,14,93] and reference therein. However, there have been only a few mathematical

results for MGPE (2.4.1), including the local well-posedness of the Cauchy problem

[87,94], existence of solutions to the time independent version of (2.4.1) [81,82], the

stability of standing waves [52], spectral method for (2.4.1) [85], etc. To the best

of our knowledge, all the known mathematical results for the MGPE (2.4.1) are

not based on the application in BEC and thus have di↵erent setups in the trapping

potentials and/or parameter regimes. On the contrary, some physical studies for

29
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the MGPE (2.4.1) have been carried out with the application in BEC, such as

the ground state properties [63, 106], the dynamical instabilities [95, 96], etc. Very

recently, we have studied the dimension reduction of the MGPE from 3D to lower

dimensions [98].

In this Chapter, we will present our mathematical results [15] on ground states of

BEC based on the MGPE (2.4.1), including the conditions for exsitence, uniqueness

and nonexistence of the ground state, classifying the limiting behaviors of the ground

state in di↵erent parameter regimes and prove them rigorously in mathematics.

3.2 Existence, uniqueness and nonexistence

For simplicity, we introduce the function space

X =
ß
� 2 H1(Rd)

����k�k2X = k�k2 + kr�k2 +
Z

Rd

V (x)|�(x)|2 dx <1
™
.

The ground state �g := �g(x) of a BEC modelled by MGPE (2.4.9) is defined as the

minimizer of the energy functional (2.4.10) under the constraint (3.1.1), i.e.

�g := argmin
�2S

E (�) , (3.2.1)

where S is defined as

S := {� 2 X| k�k = 1, E(�) <1} . (3.2.2)

Since S is a nonconvex set, the problem (2.4.7) is a nonconvex minimization problem.

The following embedding results hold [14].

Lemma 3.2.1. Under the assumption that V (x) � 0 for x 2 Rd is confining poten-

tials, i.e. lim
R!1

ess inf |x|<R V (x) = 1, we have that the embedding X ,! Lp(Rd) is

compact provided that exponent p satisfies
8
>>>>>>><

>>>>>>>:

p 2 [2, 6), d = 3,

p 2 [2,1), d = 2,

p 2 [2,1], d = 1.

(3.2.3)
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In 2D, i.e. d = 2, let Cb be the best constant in the following inequality [112]

Cb := inf
0 6=f2H1

(R2
)

krfk2L2
(R2

)

kfk2L2
(R2

)

kfk4L4
(R2

)

= ⇡ · (1.86225 . . .). (3.2.4)

Then for the existence and uniqueness of the ground states (2.4.7), we have

Theorem 3.2.1. (Existence and uniqueness) Suppose V (x) � 0 satisfying the con-

fining condition, i.e. lim
|x|!1

V (x) = +1, then there exists a minimizer �g 2 S of

(2.4.7) if one of the following conditions holds

(i) � > 0 when d = 1, 2, 3 for all � 2 R;

(ii) � = 0 when d = 1 for all � 2 R, when d = 3 for � � 0, and when d = 2 for

� > �Cb.

Furthermore, ei✓�g is also a ground state of (2.4.7) for any ✓ 2 [0, 2⇡). In

particular, the ground state can be chosen as positive and the positive ground state

is unique if � � 0 and � � 0. In contrast, there exists no ground state of (2.4.7) if

one of the following holds

(i’) � < 0;

(ii’) � = 0 and � < 0 when d = 3; and � = 0 and � < �Cb when d = 2.

The results also apply to the bounded connected open domain ⌦ ⇢ Rd case,

i.e. V (x) = +1 when x /2 ⌦. In such case, for any � > 0, there exists C
⌦

> 0

(depending on ⌦) such that when � � ��/C
⌦

, the positive ground state �g of (2.4.7)

is unique.

Proof. The case with � = 0 is well-known [14,80] and thus is omitted here.

(i) In order to prove the existence, we assume � > 0. By the inequality [78]

|r|�(x)||  |r�(x)|, a.e. x 2 Rd, (3.2.5)

we deduce

E(�) � E(|�|), (3.2.6)

where equality holds i↵ � = ei✓|�| for some constant ✓ 2 [0, 2⇡). It su�ces to

consider the real non-negative minimizers of (2.4.7). On the other hand, for any
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� 2 S and denote ⇢ = |�|2, Nash inequality and Young inequality imply that

Z

Rd

|�|4 dx 
ï
C
Z

Rd

⇢(x) dx
ò 4

d+2 kr|�|2k 2d
d+2  C

"
+ "kr⇢k2, 8" > 0.

Thus we can conclude that E(�) (� 2 S) is bounded from below

E(�) �
Z

Rd

Ç
1

2
|r�|2 + V (x)|�|2 + �

4

���r|�|2
���
2

å
dx� C.

Taking a nonnegative minimizing sequence {�n}1n=1

⇢ S, we find the �n is uniformly

bounded in X and there exists �1 2 X and a subsequence (denote as the original

sequence for simplicity) such that

�n ,! �1 in X. (3.2.7)

Lemma 3.2.1 ensures that �n ! �1 in Lp with p given in the lemma. We also have

r|�n|2 ,! r|�1|2 in L2. Hence we know �1 2 S with �1 being nonnegative.

Under the condition � > 0, we get

E(�1)  lim inf
n!1

E(�n) = min
�2S

E(�), (3.2.8)

which shows that �1 is a ground state.

For the case � � 0 and � � 0, we can prove the uniqueness of the nonnegative

ground state. In order to do so, denote ⇢ = |�|2, then for � =
p
⇢ 2 S, the energy

is

E(
p
⇢) =

Z

Rd

ñ
1

2
|rp⇢|2 + V (x)⇢+

�

2
⇢2 +

�

2
|r⇢|2

ô
dx. (3.2.9)

The sum of first three terms in the energy E(
p
⇢) is strictly convex in ⇢ [14,80], and

the last term is also convex because it is quadratic in ⇢ and � � 0. Hence, we know

E(
p
⇢) is strictly convex in ⇢ and the uniqueness of the nonnegative ground state

follows [14, 80]. In addition, from regularity results (see details in Theorem 3.2.2

below) and maximal principle [78, 80], we can deduce that the nonnegative ground

state is strictly positive.
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(ii) Secondly, we prove the nonexistence when � < 0. Choosing a non-negative

smooth function '(x) 2 S with compact support and denoting '"(x) = "�d/2'(x/") 2
S, we have

E('") =
Z

Rd

ñ
1

2"2
|r'|2 + V ("x)|'|2 + �

2"d
|'|4 + �

2"2+d

���r|'|2
���
2

ô
dx. (3.2.10)

From the above equation, we see that lim
"!0

+
E('") ! �1 if � < 0 and there exists

no ground state.

(iii) In the case with V (x) =1 for x /2 ⌦, we know �g 2 H1

0

(⌦). Using Sobolev

inequality, there exists C
⌦

> 0 such that

kfkL2
(⌦)

 C
⌦

krfkL2
(⌦)

. (3.2.11)

Denote ⇢ = |�|2, then for � =
p
⇢ 2 S, and we claim the energy E(

p
⇢) is convex in

⇢ for � � ��/C
⌦

. To see this, we only need examine the case � 2 (�C
⌦

�, 0). For

any
p
⇢j 2 S with ⇢j 2 H1

0

(⌦) and ✓ 2 [0, 1], we have

✓E(
p
⇢
1

) + (1� ✓)E(
p
⇢
2

)� E(
»
✓⇢

1

+ (1� ✓)⇢
2

)

� 1

2
✓(1� ✓) Ä�k⇢

1

� ⇢
2

k2 + �kr(⇢
1

� ⇢
2

)k2ä

� 1

2
✓(1� ✓) Ä��kr(⇢

1

� ⇢
2

)k2 + �kr(⇢
1

� ⇢
2

)k2ä = 0,

where we used the fact krp⇢k2 is convex in ⇢. This shows E(
p
⇢) is convex when

� > � �
C⌦

. The uniqueness follows. In the general whole space case, the energy

functional E(
p
⇢) is no longer convex and the uniqueness when � < 0 is not clear

(see recent results obtained by Guo et al. in [68] about the uniqueness when � = 0

with small |�|).

Concerning the ground state of (2.4.7), we have the following properties.

Theorem 3.2.2. Let � > 0 and �g 2 S be the nonnegative ground state of (2.4.7),

we have the following properties:

(i) There exists ↵ > 0 and C > 0 such that |�g(x)|  Ce�↵|x|, x 2 Rd.

(ii) If V (x) 2 L1
loc

(Rd), we have �g is once continuously di↵erentiable and r�g

is Hölder continuous with order 1. In particular, if V (x) 2 C1, �g is smooth.
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Proof. (i) We show the L1 bound of �g by a Moser’s iteration and De Giorgi’s

iteration following [82]. From the fact that �g 2 S minimizes the energy (2.4.10), it

is easy to check that �g satisfies the Euler-Lagrange equation (2.4.9), which shows

that for any test function ' 2 C1
0

(Rd), the following holds for � = �g and µ = µ(�g)

Z

Rd

ñ
1

2
r� ·r'+ V (x)�'+ 2��r� ·r(�')

ô
dx =

Z

Rd

î��|�|2�'+ µ�'
ó
dx.

(3.2.12)

Using the Moser and De Giorgi iterations, we will prove that any weak solution

� 2 X \ {E(�) <1} of (3.2.12) is bounded and decays exponentially as |x|!1.

In detail, we first observe that by an approximation argument, the test function '

can be any functions in X such that
R
Rd

|'|2|r�|2 dx <1 and
R
Rd

|�|2|r'|2 dx <1.

Firstly, we show that for all q � 1,
R
Rd

(1+�2q)|r�|2 dx <1. Choosing q
0

= 12,

sincer�2 2 L2 and � 2 H1, we can get that � 2 Lp(Rd) for p 2 [2, q
0

] and d = 1, 2, 3.

Let M > 0 and

�M(x) =

8
>>>>><

>>>>>:

M, �(x) > M,

�(x), |�(x)| M,

�M, �(x) < �M,

x 2 Rd,

and take ' = |�M |q0�4�M as the test function. Plugging ' = |�M |q0�4�M into

(3.2.12), we obtain

(q
0

� 3)
Z

Rd

Ç
1

2
+ 2��2

å
|�M |q0�4r� ·r�M dx+ 2�

Z

Rd

��M |�M |q0�4|r�|2 dx

+
Z

Rd

V (x)��M |�M |q0�4 dx =
Z

Rd

Ä��|�|2�+ µ�
ä |�M |q0�4�M dx.

Letting M !1, we get

2(q
0

� 2)�
Z

Rd

|�|2q̃|r�|2 dx+
Z

Rd

V (x)|�|2q̃ dx 
Z

Rd

Ä|�||�|q0 + |µ||�|q0�2

ä
dx,

(3.2.13)

which shows
R
Rd

|�|q̃|r�|2 dx < 1 with q̃ = q0
2

� 1. So r�q̃+1 2 L2 and for q
1

=

6q̃ = 3q
0

= 36, � 2 Lp(Rd) for p 2 [2, q
1

] and d = 1, 2, 3. Then, the Moser iteration
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can continue with qj = 3jq
0

, and � 2 Lq
j(Rd) (it is obvious when d = 1, 2) which

verifies our claim. In particular � 2 Lp for any p 2 [2,1).

Secondly, we show that � 2 L1(Rd) and lim|x|!1 �(x) = 0 by De Giorgi’s

iteration. Denoting f = ��|�|2� + µ� and choosing the test function '(x) =

(⇠(x))2(�(x)� k)
+

with k � 0 in (3.2.12), where (g(x))
+

= max{g(x), 0} and ⇠(x)

is a smooth cuto↵ function, we have

Z

Rd

ñÇ
1

2
+ 2��2 + 2��(�� k)

+

å
|⇠|2|r(�� k)

+

|2 + V (x)|⇠|2�(�� k)
+

ô
dx

=
Z

Rd

î�(1 + 4��2)(�� k)
+

⇠r(�� k)
+

·r⇠ + f⇠2(�� k)
+

ó
dx.

Cauchy inequality gives that

Z

Rd

�(1 + 4��2)(�� k)
+

⇠r(�� k)
+

·r⇠ dx

 "
Z

Rd

(1 + �2)|r(�� k)
+

|2 dx+ C"

Z

Rd

(1 + �2)|r⇠|2(�� k)2
+

dx.

Now choosing su�ciently small " > 0 and defining the function �k(x) = (1+�)(��
k)

+

, we can get

Z

Rd

|r�k|2|⇠|2 dx  C
Z

Rd

|r⇠|2�2

k dx+ C
Z

Rd

|f |(�� k)
+

⇠2 dx, (3.2.14)

and

Z

Rd

|r(⇠�k)|2 dx  C
Z

Rd

|r⇠|2�2

k dx+ C
Z

Rd

|f |(�� k)
+

⇠2 dx. (3.2.15)

Since f = ��|�|2� + µ� 2 Lq(Rd) for any 2  q < 1, we can proceed to obtain

L1 bound of � by De Giorgi’s iteration. Let Br(x) be the ball centered at x with

radius r > 0, and we use Br for short to denote the ball centered at the origin. For

0 < r < R  1, we choose C1
0

nonnegative cuto↵ function ⇠(x) = 1 for x 2 Br(x0

)

and ⇠(x) = 0 for x /2 BR(x0

) such that |r⇠(x)|  2

R�r
. Since for large q,

Z

Rd

|f |(�� k)
+

⇠2 dx  k⇠fkLqk(�� k)
+

⇠kL6 |{�k⇠ > 0}| 56� 1
q , (3.2.16)

where |A| denotes the Lebesgue measure of the set A, for any " > 0, we have by
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Hölder inequality and Sobolev inequality in 2D and 3D

Z

Rd

|f |(�� k)
+

⇠2 dx

 Ck⇠fkLqkr((�� k)
+

⇠)k|{�k⇠ > 0}| 56� 1
q

 "kr((�� k)
+

⇠)k2 + C"k⇠fk2Lq

|{�k⇠ > 0}| 53� 2
q

 4"(kr(�k⇠)k2 + 2k�kr⇠k2) + C"k⇠fk2Lq

|{�k⇠ > 0}| 53� 2
q .

Thus, from the above inequality and (3.2.15), we arrive at

kr(⇠�k)k2  C
⇣
k�kr⇠k2 + k⇠fk2Lq

|{�k⇠ > 0}| 53� 2
q

⌘
. (3.2.17)

Since ⇠�k 2 H1

0

(B
1

(x
0

)), we conclude by Sobolev inequality that,

k⇠�kk2  k⇠�kk2L6 |{�k⇠ > 0}|1� 2
6  C(d)kr(⇠�k)k2|{�k⇠ > 0}| 23 . (3.2.18)

By choosing q = 3, (3.2.17) and (3.2.18) imply that

k⇠�kk2  C
⇣
k�kr⇠k2|{�k⇠ > 0}| 23 + kfk2L3

(B1(x0))
|{�k⇠ > 0}| 53

⌘
. (3.2.19)

Denote

A(k, r) = {x|x 2 Br(x0

), �(x) > k}. (3.2.20)

For k > 0 and 0 < r < R  1, we have

Z

A(k,r)
�2

kdx  C

2

4 |A(k,R)| 23
(R� r)2

Z

A(k,R)

�2

kdx+ |A(k,R)| 53 kfk2L3
(B1(x0))

3

5 . (3.2.21)

We claim that there exists C̃ > 0, such that for k = C̃
ï
kfkL3

(B1(x0))+ k(1 +

�)�kL2
(B1(x0))

ò
,

Z

A(k, 12 )
�2

k dx = 0. (3.2.22)

Taking h > k > k
0

and 0 < r < 1, we find A(h, r) ⇢ A(k, r) with

Z

A(h,r)
�2

h dx 
Z

A(k,r)
�2

k dx. (3.2.23)
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In addition, since �k = (1 + �)(�� k)
+

, we have

|A(h, r)| = |Br(x0

) \ {�� k � h� k}|  1

(h� k)2

Z

A(k,r)
�2

k dx. (3.2.24)

Choosing 1

2

 r < R  1, from (3.2.21), we get

Z

A(h,r)
�2

h dx

 C

Ç
1

(R� r)2

Z

A(h,R)

�2

h dx+ kfk2L3
(B1(x0))

|A(h,R)|
å
|A(h,R)| 23

 C

(h� k)
4
3

 
1

(R� r)2
+
kfk2L3

(B1(x0))

(h� k)2

!ÇZ

A(k,R)

�2

k dx

å 5
3

,

and

k�hkL2
(B

r

(x0)) 
C

(h� k)
2
3

Ç
1

R� r
+
kfkL3

(B1(x0))

h� k

å
k�kk

5
3
L2

(B
R

(x0))
. (3.2.25)

Denote the function

�(k, r) = k�kkL2
(B

r

(x0)). (3.2.26)

For some value of k > 0 to be determined later, we define

kl =

Ç
1� 1

2l

å
k, rl =

1

2
+

1

2l+1

, l = 0, 1, 2, . . . , (3.2.27)

then kl � kl�1

= k
2

l

and rl�1

� rl =
1

2

l+1 . From (3.2.25), we find

�(kl, rl) C
 

2l+1 +
2lkfkL3

(B1(x0))

k

!
2

2l
3

k
2
3

(�(kl�1

, rl�1

))
5
3

2C kfkL3
(B1(x0)) + k

k
5
3

2
5l
3 (�(kl�1

, rl�1

))
5
3 .

Then, we prove that there exists � > 1 such that

�(kl, rl)  �(k
0

, r
0

)

�l
, l = 0, 1, 2, . . . (3.2.28)

We will argue by induction. When l = 0, it is obvious true. Suppose (3.2.28) is true

for l � 1 with l � 1, i.e.

�(kl�1

, rl�1

)  �(k
0

, r
0

)

�l�1

) (�(kl�1

, rl�1

))
5
3  �

5
3 (�(k

0

, r
0

))
2
3

�
2l
3

· �(k0, r0)
�l

.
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Then, we have

�(kl, rl) 2C kfkL
3
(B1(x0)) + k

k
5
3

2
5l
3 (�(kl, rl))

5
3

2C� 5
3 (�(k

0

, r
0

))
2
3
kfkL3

(B1(x0)) + k

k
5
3

· 2
5l
3

�
2l
3

· �(k0, r0)
�l

.

Let us choose � > 1 such that �
2
3 = 2

5
3 . Now we want to pick k su�ciently large

such that

2C�
5
3
kfkL3

(B1(x0)) + k

k

Ç
�(k

0

, r
0

)

k

å 2
3

 1. (3.2.29)

Choosing k = C̃(kfkL3
(B1(x0)) +�(k

0

, r
0

)) for su�ciently large C̃, we get the desired

inequality (3.2.29). This gives that (3.2.28) is true for l and hence the induction is

done. Letting l !1 in (3.2.28), we find �(k, 1
2

) = 0, which implies that

�k(x) = 0, 8x 2 B 1
2
(x

0

), (3.2.30)

i.e.,

sup
B 1

2
(x0)

�
+

C̃ îkfkL3
(B1(x0)) + �(k

0

, r
0

)
ó

C̃ îkfkL3
(B1(x0)) + k�0

kL2
(B1(x0))

ó

C̃ îkfkL3
(B1(x0)) + k�kL2

(B1(x0)) + k�kL4
(B1(x0))

ó
.

The same estimates applies for �� and we can conclude that

k�kL1
(B 1

2
(x0)) C̃

îkfkL3
(B1(x0)) + k�kL2

(B1(x0)) + k�kL4
(B1(x0))

ó
.

This shows � is bounded and lim|x|!0

�(x) = 0.

Thirdly, we prove that
R
Rd\B

R

(|r�|2 + |�|2) dx decays exponentially as R !
1. Choose the test function ' = ⌘2(x)� in (3.2.12) with ⌘(x) being a smooth

nonnegative cuto↵ function such that ⌘(x) = 0 for x 2 BR and ⌘(x) = 1 for

x 2 Rd\BR+1

, then the following holds
Z

Rd\B
R

ñÇ
1

2
+ 4��2

å
|r�|2⌘2 + V (x)|�|2⌘2 + ��4⌘2 � µ�2⌘2

ô
dx

= �
Z

B
R+1\BR

Ä
1 + 4��2

ä
⌘�r� ·r⌘ dx.
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Since lim|x|!1 V (x) =1 and � is bounded, we find that for large R,

Z

Rd\B
R

(|�|2 + |r�|2) dx  C
Z

B
R+1\BR

(|�|2 + |r�|2) dx. (3.2.31)

Let an =
R
Rd\B

R

n

(|�|2 + |r�|2) dx with Rn = R + n (n = 0, 1, 2, . . .), then an 
C(an+1�a

n

) and an+1

 ↵an with ↵ = C
1+C

. Hence an+1

 ↵na
0

which would imply

the exponential decay of an as well as
R
Rd\B

R

(|r�|2 + |�|2) dx.
Lastly, combining the exponential decay of

R
Rd\B

R

(|r�|2+|�|2) dx and De Giorgi’s

iteration shown above, we can derive the exponential fall-o↵ of �(x).

(ii) The regularity of the ground state �g can be proved by a change of variable

method [52, 81]. Let v = F (t) be the solution to the ODE F 0(t) =
q

1

2

+ �
2

t2

with F (0) = 0, then F (t) is strictly increasing, and its inverse exists (denoted as

t = G(v)). Let u = F (�), then � = G(u) and the energy functional E(·) in (2.4.10)

becomes

E(�) =
Z

Rd

Ç
|ru|2 + V (x)G2(u) +

�

2
G4(u)

å
dx := Ê(u). (3.2.32)

ug = F (�g) is the minimizer of Ê(u) under constraint
R
Rd

G(u)2 dx = 1. It follows

that ug satisfies the following Euler-Lagrange equation (for C1
0

test function)

�r2u+ V (x)G(u)G0(u) + �|G(u)|2G(u)G0(u) = �G(u)G0(u). (3.2.33)

Since �g is bounded, we know ug is bounded, hence G(ug) and G0(ug) are bounded

with r2ug 2 L1
loc

. We conclude that ug is once continuously di↵erentiable and

rug is Hölder continuous with exponent 1. Noticing that r2�g = G0(ug)r2ug +

G00(ug)|rug|2, we find that �g is once continuously di↵erentiable and r�g is Hölder

continuous with exponent 1. In addition, if V 2 C1, we can obtain �g 2 C1 by a

bootstrap argument using the L1 bound of �g.



3.3 Approximations under a harmonic potential 40

3.3 Approximations under a harmonic potential

3.3.1 Approximation in weak interaction regime

In this section, we consider the general harmonic potential (2.4.2) with parame-

ters in the weak interaction regime, i.e. |�|⌧ 1, 0  � ⌧ 1.

We start with the linear case when � = 0 and � = 0, i.e. the interaction between

particle is neglected. In this scenario, all the eigenfunctions can be obtained via

the Hermite functions [25, 26]. Thus the ground state �0

g(x) can be given explicitly

as [25, 26]

�0

g(x) =
dY

j=1

Å�j
⇡

ã 1
4

e�
�

j

x

2
j

2 . (3.3.1)

When |�|⌧ 1, 0  � ⌧ 1, i.e. weakly repulsive interaction regime, we can approxi-

mate the ground state �g(x) by �0

g(x). Thus we have

Lemma 3.3.1. In the weakly repulsive interaction regime, i.e. |�|⌧ 1, 0  � ⌧ 1,

we have

�g(x) ⇡
dY

j=1

Å�j
⇡

ã 1
4

e�
�

j

x

2
j

2 , (3.3.2)

In addition, the energy and chemical potential of the ground and first excited states

can be approximated as

Eg(�, �) = B
1

+
B

0

2
� +B

0

B
1

� + o(� + �), (3.3.3)

µg(�, �) = B
1

+B
0

� + 2B
0

B
1

� + o(� + �), (3.3.4)

where

B
0

=
dY

j=1

 
�j
2⇡

, B
1

=
1

2

dX

j=1

�j. (3.3.5)

The proof is just computation and is omitted here for brevity.
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3.3.2 Thomas-Fermi approximation

In this section, we take V (x) to be a radially symmetric harmonic potential as

V (x) =
1

2
�2
0

r2, r = |x|, (3.3.6)

where �
0

> 0 is a dimensionless constant. Analogous to the conventional BEC

case, a dominant repulsive contact interaction will lead to an analytical Thomas-

Fermi (TF) densities. However, with HOI (2.4.1), the system is characterized by

two interactions, contact interaction strength � and HOI strength �, which is to-

tally di↵erent from the classical GPE theory where the BEC is purely characterized

by the contact interaction �. Hence, for BEC with HOI (2.4.1), it is possible that

HOI interaction competes with contact interaction, and may be the major e↵ect

determining the properties of BEC. In this section, we will discuss how the compe-

tition between � and � leads to di↵erent density profiles for the strong interactions

(|�|, � � 1), for which we refer such analytical density approximations as the TF

approximations [80].

For the general consideration of the large � and � interactions, we show in Fig. 3.1

the phase diagram of the di↵erent parameter regimes for � and �, in which the TF

approximation are totally di↵erent. Intuitively, there are three of them: � term is

more important (regime I in Fig. 3.1), � term is more important (regime III), and

� term is comparable to the � term (regimes II & IV). The boundary lines for the

regimes shown in Fig. 3.1 can be understood mathematically in the following way.

In d (d = 3, 2, 1) dimensions, introduce x̃ = x

x
s

, and  ̃(x̃) = xd/2
s  (x) such that

xs is the Thomas-Fermi radius of the wave function and then the Thomas-Fermi

radius in the new scaling is O(1). It’s easy to check that such scaling conserves the

normalization condition Eq. (3.1.1). Substituting x̃ and  ̃ into the time-independent

version of (2.4.9) and then removing all ,̃ we get

µ

x2

s

 = � 1

2x4

s

r2 +
�2
0

|x|2
2

 +
�

x2+d
s

 3 � �

x4+d
s

r2(| |2) .

xs is the length scale and the potential term is O(1). To balance the confinement

with repulsive interactions, we need �

x2+d

s

⇠ O(1) and/or �

x4+d

s

⇠ O(1). For simplicity,
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β = C0δ
d+2

d+4 + β0

δ = C1β
d+4

d+2 + δ0

δ = −C2β
d+4

d+2 + δ0

IV

II

I

δ

β

III
(a)

Figure 3.1: Phase diagram for extreme regimes under a harmonic potential. In the

figure, we choose �
0

� 1 and �
0

� 1, and C
0

, C
1

and C
2

positive constants.

we require �

x4+d

s

= 1, then xs = �
1

4+d , and further � ⇠ O(x2+d
s ) ⇠ O(�

2+d

4+d ). So the

borderline case is � = C
0

�
2+d

4+d . If C
0

� 1, � term is much more significant than the

� term; if |C
0

|⌧ 1, � term is much more significant than the � term.

From Fig. 3.1(a), the curve � = O(�
d+2
d+4 ) divides the regimes for harmonic po-

tential case to four parts, as shown in the figure labelled by I, II, III and IV. We’ll

write out the approximate ground states, i.e. Thomas-Feimi(TF) approximations,

and their corresponding energies and chemical potentials explicitly and separately

according to the division. The resulting analytical TF density profiles in di↵erent

regimes, are listed below:

Regime I, i.e. � � �
d+2
d+4 , the � term and the kinetic energy term are dropped,

and the density profile is determined as

n
TF

(r) = | 
TF

|2 = �2
0

(R2 � r2)
+

2�
, (3.3.7)
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where R =
⇣
(d+2)

˜C
d

�
�20

⌘ 1
d+2

, and the constant C̃d is defined as

C̃d =

8
>>>>>>><

>>>>>>>:

1

2

, d = 1,

1

⇡
, d = 2,

3

4⇡
, d = 3.

(3.3.8)

With the above TF densities, the leading order approximations for chemical po-

tential µ and energy E of the ground state are: µ
TF

= 1

2

Ä
(d+ 2)C̃d�

ä 2
d+2 �

2d
d+2
0

,

E
TF

= d+2

d+4

µ
TF

for d (d = 3, 2, 1) dimensional case.

Regime II, i.e. � = C
0

�
d+2
d+4 with C

0

> 0, neglecting the kinetic term in the

time-independent MGPE, we have

µ =
�2
0

|x|2
2

 + C
0

�
d+2
d+4 | |2 � �r2(| |2) . (3.3.9)

Formally, Eq. (3.3.9) degenerates at position x if  (x) = 0 and it is indeed a

free boundary problem (boundary of the zero level set of  ), which requires careful

consideration. Motivated by [106] for the 3D case, we impose n0(R) = 0 besides the

condition that n(R) = 0 along the free boundary |x| = R, and we assume n(r) = 0

for r > R.

The TF density profile in regime II is self similar under appropriate scalings. To

be more specific, the analytical TF density takes the form

n
TF

(r) = | 
TF

|2 = ��
d

d+4n
0

(��
1

d+4 r), (3.3.10)

where n
0

(r) is a function that can be calculated exactly as below.

Plugging (3.3.10) into (3.3.9), we obtain the equation for n
0

(r) by imposing the

aforementioned conditions at the free boundary,

µ̃ =
�2
0

r2

2
+ C

0

n
0

� @rrn0

(r)� d� 1

r
@rn0

(r), (3.3.11)

for r  R and n
0

(s) = 0 for s � R, and n
0

(R) = 0, n0
0

(R) = 0, where R is the free

boundary that has to be determined and µ̃ = ��
2

d+4µ. In addition, we assign the

boundary condition at r = 0 as n0
0

(0) = 0, because of the symmetry.
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Note that C
0

can be negative as � term can bound the negative cubic interaction,

which corresponds to Regime IV. In fact for Regime IV, we will repeat the above

procedure.

Denote a =
p
C

0

and the ordinary di↵erential equation (3.3.11) in d dimensions

can be solved analytically. Denote

fa,d(r) =

8
>>>>>>><

>>>>>>>:

ear + e�ar, for d = 1,

I
0

(ar), for d = 2,

(ear � e�ar)/r, for d = 3,

(3.3.12)

where I
0

(r) is the standard modified Bessel function I↵ with ↵ = 0. Then the

solution of Eq. (3.3.11) with prescribed Neumann boundary conditions reads as

n
0

(r) = ��
2

0

r2

2a2
+

Ç
µ̃

a2
� d�2

0

a4

å
+

�2
0

R

a2f 0
a,d(R)

fa,d(r). (3.3.13)

Inserting the above expression to the normalization condition that
R
Rd

n
0

(x) dx = 1,

we find chemical potential,

µ̃ =
C̃da2

Rd
+

d�2
0

R2

2(d+ 2)
. (3.3.14)

Combining (3.3.14) and (3.3.13), noticing the Dirichlet condition n(R) = 0, we have

the equation for R,
 
(aR)2

d+ 2
� C̃da4

�2
0

Rd
+ d

!

f 0
a,d(R) = a2Rfa,d(R). (3.3.15)

Thus, the free boundary R can be calculated and n
0

(r) is then determined.

Regime III, i.e. � ⌧ �
d+2
d+4 , the � term and the kinetic energy term are dropped,

and the TF density profile is

n
TF

(r) = | 
TF

|2 = �2
0

(R2 � r2)2
+

8(d+ 2)�
, (3.3.16)

where R =
⇣
(d+2)

2
(d+4)

˜C
d

�
�20

⌘ 1
d+4

. Again, the leading order approximations for chemical

potential and energy, with the above TF densities, are

µ
TF

=
d

2(d+ 2)

Ä
(d+ 2)2(d+ 4)C̃d��

d+2

0

ä 2
d+4 , E

TF

=
d+ 4

d+ 6
µ
TF

(3.3.17)
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Figure 3.2: Comparisons of 3D numerical ground states with TF densities, the

harmonic potential case in region I, II, III and IV, which are define in Fig. 3.1(a).

Red line: Thomas-Fermi approximation, and shaded area: numerical solution from

the equation (2.4.1). The parameters are chosen to be � = 2 and (I) � = 1280,

� = 1; (II) � = 828.7, � = 1280; (III) � = 1, � = 1280; (IV) � = �828.7, � = 1280;

respectively.
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in d dimensions.

Regime IV, i.e. � = �C
0

�
d+2
d+4 with C

0

> 0. By a similar procedure as for

Regime II, we can get (3.3.10) and

µ̃ =
�2
0

r2

2
� C

0

n
0

� @rrn0

(r)� d� 1

r
@rn0

(r), (3.3.18)

for r  R and n
0

(s) = 0 for s � R, and n0
0

(0) = 0, n
0

(R) = 0, n0
0

(R) = 0, where R is

the free boundary that has to be determined and µ̃ = ��
2

d+4µ. Again, let a =
p
C

0

and denote

ga,d(r) =

8
>>>>>>><

>>>>>>>:

cos(ar), for d = 1,

J
0

(ar), for d = 2,

sin(ar)/r, for d = 3,

(3.3.19)

where J
0

(r) is the Bessel function of the first kind J↵(r) with ↵ = 0. The solution

of Eq. (3.3.18) with the assigned Neumann boundary conditions can be written as:

n
0

(r) =
�2
0

r2

2a2
�
Ç
µ̃

a2
+

d�2
0

a4

å
� �2

0

R

a2g0a,d(R)
ga,d(r). (3.3.20)

The chemical potential is then calculated from normalization condition as

µ̃ = �C̃da2

Rd
+

d�2
0

R2

2(d+ 2)
. (3.3.21)

Finally, the free boundary R is determined from the Dirichlet condition n
0

(R) = 0,
 
a2R2

d+ 2
+

C̃da4

�2
0

Rd
� d

!

g0a,d(R) = a2Rga,d(R). (3.3.22)

After R is computed, we then find n
0

(r).

In Fig. 3.2, we compare the analytical TF densities (3.3.7), (3.3.16) and (3.3.10)

with the numerical results computed via full equation (2.4.1) by the backward Euler

finite di↵erence (BEFD) method [18]. We observe that in all the extreme regions,

the analytical TF densities agree very well with the full equation simulations. As

a byproduct, we compare the corresponding chemical potentials and energies in

Fig. 3.3.
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Figure 3.3: Comparisons of numerical energies and chemical potentials with TF

approximations, the harmonic potential case. 3D problem is considered here. Blue

line: Thomas-Fermi approximation, and red circles: numerical results obtained from

the equation (2.4.1). The parameters are chosen to be � = 2 and (I) � = 1, (II)

� = 5�
5
7 , (III) � = 1, (IV) � = �5� 5

7 , respectively.
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3.4 Approximations under a box potential

3.4.1 Approximation in weak interaction regime

In this section, we consider the box potential (2.4.3) with parameters in the weak

interaction regime, i.e. |�|⌧ 1, 0  � ⌧ 1.

If ⌦ =
Qd

j=1

(0, Lj), then the case when � = 0 and � = 0, i.e. the interaction

between particle is absent, is clear and all the eigenfunctions can be obtained via the

sine series [25, 26]. Thus the ground state �0

g(x) can be given explicitly as [25, 26]

�0

g(x) =
dY

j=1

s
2

Lj

sin

Ç
⇡xj

Lj

å
, for x 2 ⌦̄ (3.4.1)

When 0 < � ⌧ 1, i.e. weakly repulsive interaction regime, we can approximate the

ground state ��g (x). Thus we have

Lemma 3.4.1. In the weakly repulsive interaction regime, i.e. |�| ⌧ 1 and 0 
� ⌧ 1, we have

�g(x) ⇡
dY

j=1

s
2

Lj

sin

Ç
⇡xj

Lj

å
. (3.4.2)

In addition, the energy and chemical potential of the ground and first excited states

can be approximated as

Eg(�, �) = A
2

+
3dA2

0

2d+1

� +
3d�1

2d�2

A2

0

A
2

� + o(� + �), (3.4.3)

µg(�, �) = A
2

+
3dA2

0

2d
� +

3d�1

2d�3

A2

0

A
2

� + o(� + �), (3.4.4)

where A
0

= 1»Q
d

j=1 Lj

, A
2

= ⇡2

2

Pd
j=1

1

L2
j

.

If ⌦ = {|x|  R}, then the ground state for the linear case, i.e. � = � = 0, is an

eigenstate of the following problem,

µ� = �1

2
(�00 +

d� 1

r
�0), (3.4.5)
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where d = 1, 2, 3 is the dimension of the problem, and the solution can be computed

explicitly as

�0

g(r) =

8
>>>>>>><

>>>>>>>:

1p
R
cos
Ä
⇡r
2R

ä
, d = 1,

AJ
0

(
p
2µ

2D

r), d = 2,

1p
2⇡R

sin(

⇡r

R

)

r
, d = 3,

(3.4.6)

with the corresponding eigenvalues (also energies in this case)

µg =

8
>><

>>:

1

2

Ä
⇡
2R

ä
2

, d = 1,

1

2

Ä
⇡
R

ä
2

, d = 3,
(3.4.7)

where J
0

(r) is the Bessel function of the first kind J↵(r) with ↵ = 0, A is some

constant that normalizes the ground state and µ
2D

, which can be determined by

letting
p
2µ

2D

R equals the smallest positive zeros of J
0

(r) (roughly 2.4048), is the

eigenvalue for d = 2 case.

In weak interaction regime, i.e. |�|⌧ 1 and 0  � ⌧ 1, the ground state can be

approximated by (3.4.6).

3.4.2 Thomas-Fermi approximation

In this section, we consider the special box potential (2.4.3) that confines the

BEC in the bounded domain ⌦ = {|x|  R}. Using a similar method for the

harmonic potential case, we can obtain the analytical TF densities if the contact

interaction and/or HOI dominates the ground state in Eq. (2.4.1). The analytical

TF densities for di↵erent regimes which are shown in Fig. 3.4 are derived. The

borderline of the three regimes is � = O(�), which is di↵erent from the harmonic

potential case.

Regime I, � term is dominant, i.e. � � 1 and � = o(�). The kinetic term and

the HOI term are dropped and the time independent MGPE equation in the radial

variable r becomes

µ (r) = �| |2 , 0  r = |x| < R, (3.4.8)
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Figure 3.4: Phase diagram for extreme regimes under a harmonic potential. In the
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2

positive constants.

with boundary condition  (R) = 0. Thus, the TF density is a constant, which can

be uniquely determined by the normalization condition k k = 1. Explicitly, TF

density is given by n
TF

(r) = | |2 =
˜C
d

Rd

, and µ
TF

=
˜C
d

�
Rd

, where C̃d is defined in

previous subsection.

It is obvious that the TF density is inconsistent with zero boundary condition,

thus a boundary layer appears in the ground state density profile [26]. In fact, as

shown in [26], for the case d = 1, an asymptotic analysis to match the boundary

layers at x = ±R leads to the following matched density for 0  r = |x|  R when

� � 1 and � ⇠ o(1),

n
as

(r) = | 
as

|2 = 1

2R
(tanh(

p
µ
as

(R� r)))2 , (3.4.9)

with the chemical potential µ
as

= 1

2R
�+ 1

R

q
�
2R
, and the energy E

as

= 1

4R
�+ 2

3R

q
�
2R
.

Similar matched densities can be derived for d = 2, 3.

From our numerical experience, the matched asymptotic density n
as

provides

much more accurate approximation to the ground state of Eq. (2.4.1), than the TF

density n
TF

, in the parameter regime � � 1 and � = O(1).
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Regime II, both � and � are important, i.e. � = O(�) as � ! 1. We assume

that � = C
0

�, with � � 1 for some constant C
0

> 0.

Omitting the less important kinetic part, the radially symmetric time indepen-

dent MGPE reads

µ (r) = C
0

�| |2 � �r2(| |2) , r < R, (3.4.10)

with  (R) = 0. The above equation can be simplified for density n(r) = | |2 in d

dimensions as

µ

�
= C

0

n(r)� @rrn� d� 1

r
@rn, (3.4.11)

with n(R) = 0, and at r = 0 with n0(0) = 0. Eq. (3.4.11) can be solved analytically.

The TF density, or solution of the boundary value problem (3.4.11), is given

explicitly as

n
TF

(r) = | 
TF

|2 = µ
TF

a2�

ñ
1� fa,d(r)

fa,d(R)

ô
, (3.4.12)

where a =
p
C

0

, fa,d(r) is defined in Eq. (3.3.12) and µ
TF

= C̃da2�/(Rd�d
R

R

0
f
a,d

(r)rd�1dr

f
a,d

(R)

)

with C̃d defined in Eq. (3.3.8). Further, we have E
TF

= µ
TF

/2,

Regime III, � term is dominant, i.e. � � 1, � = o(�). The kinetic term and

the � term are dropped. The corresponding stationary MGPE for the ground state

reads

µ = ��r2(| |2) , (3.4.13)

with boundary condition  (R) = 0.

Solving the equation and using the normalization condition, we obtain the TF

density as

n
TF

(r) = | 
TF

|2 = (d+ 2)C̃d(R2 � r2)

2Rd+2

, (3.4.14)

with chemical potential µ
TF

= C̃dd(d+ 2)�/Rd+2 and energy E
TF

= µ
TF

/2.

Regime IV, i.e. � = �C
0

�, with � � 1 for some constant C
0

> 0.
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Intuitively, if C
0

is small, the repulsive HOI � term is dominant and the particle

density will still occupy the entire domain. If C
0

is su�ciently large, the attractive

� interaction becomes the major e↵ect, where the particles will be self trapped and

the density profile will concentrate in a small portion of the domain. Therefore,

unlike the corresponding harmonic potential case, we have two di↵erent situations

here.

By a similar procedure as for Regime II, we get

µ

�
= �C

0

n(r)� @rrn� d� 1

r
@rn, (3.4.15)

with n(R0) = 0 and R0 to be determined. In the first situation, the density spreads

over the whole domain and thus R0 = R; in the second situation, the density is

constrained to a small region [0, R0], where 0 < R0 < R.

Case I, i.e. C
0

 C
cr

, where C
cr

= R̂2/R2 and R̂ is the first positive root of

g0a,d(r/a) = 0, where g0a,d(r) is defined in Eq. (3.3.19) with a =
p
C

0

. As mentioned

before, because of the relatively weak attractive interaction, we have the following

boundary conditions at the boundary: n(R) = 0, n0(0) = 0.

The TF density, or solution of Eq. (3.4.15), can be expressed as:

n
TF

= | 
TF

|2 = � µ

a2�

ñ
1� ga,d(r)

ga,d(R)

ô
, (3.4.16)

with µ
TF

= C̃da2�/(d
R

R

0
g
a,d

(r)rd�1dr

g
a,d

(R)

� Rd) and E
TF

= µ
TF

/2, where C̃d is given in

(3.3.8).

In fact, the condition C
0

 C
cr

, which is equivalent to aR  R̂, is necessary. A

simple argument for d=2, 3 case is as follows. If aR > R̂, we know from the property

of ga,d(r) that the image of ga,d(r) for r 2 [0, R̂] is exactly the image of ga,d(r) for

all r � 0 and ga,d(R) 2 (min ga,d(r),max ga,d(r)). Then we can find r
0

2 (0, R̂) such

that ga,d(r0) = ga,d(R), and 1�ga,d(r)/ga,d(R) changes signs for r around r
0

. On the

other hand, 1� ga,d(r)/ga,d(R) can’t change signs in [0, R] since the density must be

nonnegative. So we get a contradiction. Hence aR  R̂, i.e. C
0

 C
cr

.
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Figure 3.5: Comparisons of 1D numerical ground states with TF densities, the box

potential case in region I, II, III and IV, which are defined in Fig. 3.1(b). Red line:

analytical TF approximation, and shaded area: numerical solution obtained from

(2.4.1). Domain is {r|0  r < 2} and the corresponding �’s and �’s are (I) � = 1280,

� = 1; (II) � = 320, � = 160; (III) � = 1, � = 160; (IV) � = �400, � = 80.
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g0a,d at r/a can be computed as

g0a,d(r/a) =

8
>>>>>>><

>>>>>>>:

�a sin(r), d = 1,

�aJ
1

(r), d = 2,

a2(r cos(r)� sin(r))/r2, d = 3,

(3.4.17)

and we have for 1D case, R̂ = ⇡; for 2D case, R̂ = 3.8317 · · · ; for 3D case,

R̂ = 4.4934 · · · .

Case II, C
0

> C
cr

. As observed above, the densities drop to 0 before reaching the

boundaries. Thus, free boundary conditions should be used as n(R̃) = 0, n0(R̃) = 0,

n0(0) = 0, where R̃ < R is the boundary for the TF density that we want to find.

Hence the domain [0, R] in Case I needs to be replaced by [0, R̃] with n0(R̃) = 0.

Denoting a =
p
C

0

and using the solution in Case I, we get g0a,d(R̃) = 0, and aR̃  R̂.

Both conditions can only be satisfied when aR̃ = R̂. Hence R̃ = R̂/a < R.

Replacing R with R̂/a in the TF solution of Case I, we obtain the analytical TF

density

n
TF

(r) = | 
TF

|2 = C̃dad

R̂d

2

41� ga,d(r)

ga,d(
ˆR
a
)

3

5 , (3.4.18)

where R̂ is defined in Case I. Further we have µ
TF

= �C̃dad+2�/R̂d and E
TF

=

µ
TF

/2.

In Fig. 3.5, we compare the analytical TF densities listed above with the ground

state obtained from numerical results via Eq. (2.4.1) computed by the BEFD

method [18] in various parameter regimes discussed above. Fig. 3.5 shows our

analytical TF densities are good approximations for the ground states. Fig. 3.6

compares the chemical potentials and energies between the TF approximations and

the numerical values by solving Eq. (2.4.1).
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Figure 3.6: Comparisons of numerical energies and chemical potentials with TF ap-

proximations, the box potential case. 1D problem is considered here. Blue line: an-

alytical TF approximation, and red circles: numerical results obtained from (2.4.1).

The parameters are chosen to be (I) � = 1, (II) � = 2�, (III) � = 1, (IV) � = �5�,
respectively, and domain is {r|0  r < 2}.
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3.5 Limiting behavior under a harmonic potential

In this section, V (x) is taken as the harmonic potential (2.4.2) and we prove

rigourously the limiting profiles of ground states defined in (3.2.1) under di↵erent

sets of parameters � and �, especially for the Thomas-Fermi approxmations.

The following rescaling will be used in the proof. For any �(x) 2 S, choose

�"(x) = "�d/2�(x/") 2 S, i.e.

�(x) = "d/2�"(x"), (3.5.1)

we find the energy E(·) (2.4.10) can be written as

E(�) =
Z

Rd

"
"2

2
|r�"|2 + 1

"2
V (x)|�"|2 + �"d

2
|�"|4 + �"2+d

2

���r|�"|2
���
2

#

dx

:=
1

"2
E"(�"), (3.5.2)

where

E"(�") =
Z

Rd

"
"4

2
|r�"|2 + V (x)|�"|2 + �"d+2

2
|�"|4 + �"4+d

2

���r|�"|2
���
2

#

dx, (3.5.3)

which indicates that

�g = argmin�2SE(�)
�
g

(x)="d/2�"
g

("x)() �"g = argmin�"2SE
"(�"). (3.5.4)

Now, we give characterization of the ground state �g (3.2.1) when the two interac-

tions strength are very large.

Theorem 3.5.1. (Thomas-Fermi limit, positive � limit) Let V (x) (x 2 Rd, d =

1, 2, 3) be given in (2.4.2), � > 0, �g 2 S be the positive ground state defined as

(3.2.1).

(1) If � ! +1 and � = o(�
4+d

2+d ). Set �"g(x) = "�d/2�g(x/") 2 S with " = �� 1
2+d .

For � ! +1 (" ! 0+), we have ⇢" = |�"g(x)|2 converges to ⇢1(x) := |�1(x)|2 in

L2, where �1(x) is the unique nonnegative minimizer of the energy

E
1

(�) =
Z

Rd

Ç
V (x)|�|2 + 1

2
|�|4
å

dx, k�k = 1. (3.5.5)
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More precisely, ⇢1 = |�1|2 = (µ � V (x))
+

with µ = E
1

(�1) + 1

2

k�1k4L4 and

(f)
+

= max{f, 0}.
(2) If � ! +1 and � = O(�

4+d

2+d ), i.e. lim�!+1
�

�
4+d

2+d

= �1 > 0. Set �"g(x) =

"�d/2�g(x/") 2 S with " = �� 1
2+d . For � ! +1 ("! 0+), we have ⇢"g(x) = |�"g(x)|2

converges to ⇢1(x) in H1, where �1(x) =
»
⇢1(x) is the unique nonnegative mini-

mizer of the energy

E
2

(�) =
Z

Rd

Ç
V (x)|�|2 + |�|4

2
+
�1
2
|r|�|2|2

å
dx, k�k = 1. (3.5.6)

The minimizer ⇢1 of E
2

(
p
⇢) exists by a similar argument as that in Theorem 7.1.1

and is unique because E
2

(
p
⇢) is convex in ⇢.

(3) If � ! +1 and �/�
4+d

2+d � 1, i.e. � = o(�
2+d

4+d ) as � ! +1. Set �"g(x) =

"�d/2�g(x/") 2 S with " = ��
1

4+d . For � ! +1 ("! 0+), we have ⇢"g(x) = |�"g(x)|2

converges to ⇢1(x) in H1, where �1(x) =
»
⇢1(x) is the unique nonnegative mini-

mizer of the energy

E
3

(�) =
Z

Rd

Ç
V (x)|�|2 + 1

2
|r|�|2|2

å
dx, k�k = 1. (3.5.7)

The minimizer ⇢1 of E
3

(
p
⇢) exists by a similar argument as that in Theorem 7.1.1

and is unique because E
3

(
p
⇢) is convex in ⇢.

Proof. We separate the three cases.

(1) Using (3.5.3) and choosing " = ��1/d+2, we find �"g 2 S minimizes

E"(�") =
Z

Rd

"
"4

2
|r�"|2 + V (x)|�"|2 + |�"|4

2
+
�"4+d

2

���r|�"|2
���
2

dx

#

. (3.5.8)

On the other hand, E
1

(�) has a unique nonnegative minimizer �1 and by an ap-

proximation argument, we can take any smooth approximations of �1(x) in S and

find that for any ⌘ > 0 with � = o(�
2

d+2 )

E
1

(�1)  E"(�"g)  E
1

(�1) + ⌘ + C(⌘)("4 + o(1)),

which implies

lim
"!0

+
E

1

(�"g) = E
1

(�1). (3.5.9)
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Hence we know �"g ("! 0+) is a minimizing sequence for E
1

(·). On the other hand,

E
1

(�"g)� E
1

(�1) =
Z

Rd

ñ
(V (x) + |�1|2)(|�"g|2 � |�1|2) + 1

2
(|�"g|2 � |�1|2)2

ô
dx

=
Z

Rd

ñ
max{V (x), µ}(|�"g|2 � |�1|2) + 1

2
(|�"g|2 � |�1|2)2

ô
dx

�
Z

Rd

ñ
µ|�"g|2 � µ|�1|2 + 1

2
(|�"g|2 � |�1|2)2

ô
dx

=
1

2

Z

Rd

(|�"g|2 � |�1|2)2dx,

and the conclusion follows.

(2) The proof is similar to the case (1), where it is easy to show lim
"!0

+
E

2

(�"g) =

E
2

(�1). Noticing that for any function 0 
»
⇢(x) 2 H1 with

R
Rd

⇢(x) = 1, we have

E
2

(
»
(⇢1 + s⇢)/(1 + s)) (s � 0) attains minimum at s = 0. By direct computation,

we find

d

ds
E

2

Ç 
⇢1 + s⇢

1 + s

å �����
s=0

=
Z

Rd

(V (x)⇢(x) + ⇢1(x)⇢(x) + �1r⇢1(x) ·r⇢(x)) dx

�
Z

Rd

(V (x)⇢1(x) + ⇢21(x) + �1|r⇢1(x)|2) dx

�0.

A simple calculation shows

E
2

(�"g)� E
2

(�1)

=
d

ds
E

2

Ç 
⇢1 + s⇢"

1 + s

å �����
s=0

+
Z

Rd

ñ
1

2
(|�"g|2 � |�1|2)2 + �1

2
(r|�"g|2 �r|�1|2)2

ô
dx

�
Z

Rd

ñ
1

2
(|�"g|2 � |�1|2)2 + �1

2
(r|�"g|2 �r|�1|2)2

ô
dx,

which implies ⇢"g(x) = |�"g(x)|2 converges to ⇢1(x) in H1.

(3) Using (3.5.3) and choosing " = ��
1

4+d , we find �"g 2 S minimizes

E"(�") =
Z

Rd

"
"4

2
|r�"|2 + V (x)|�"|2 + �"d+2|�"|4

2
+

1

2

���r|�"|2
���
2

#

dx. (3.5.10)

Nash inequality and Young inequality imply that for ⇢" = |�"|2 (�" 2 S),

Z

Rd

|⇢"(x)|2 dx  Ck⇢"k4/d+2

L1 kr⇢"k2d/d+2  C + kr⇢"k2.
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Thus, we conclude that for � = o(�
2+d

4+d ),

E"(�") �
Z

Rd

Ç
V (x)|�"|2 + 1

2
(1� o(1))|r|�"|2|2

å
dx� o(1), �" 2 S. (3.5.11)

For su�cient small ", (3.5.11) gives that for the ground state �"g,

E
3

(�"g)  C, (3.5.12)

and we obtain

E"(�"g) � E
3

(�"g)� o(1). (3.5.13)

Choosing smooth approximations of �1 in S if necessary, we could get for any ⌘ > 0,

E"(�"g)  E
3

(�1) + ⌘ + C(⌘)("4 + o(1)). (3.5.14)

Combining (3.5.13), (3.5.14) and the fact that �1 minimizes E
3

under the constraint,

we find that

lim
"!0

+
E

3

(�"g) = E
3

(�1). (3.5.15)

On the other hand, E
3

(
»
(⇢1 + s⇢"g)/(1 + s)) (s � 0) reach its minimum at s = 0,

and

0  d

ds
E

3

Ñs
⇢1 + s⇢"g
1 + s

é �����
s=0

=
Z

Rd

Ä
⇢"gV (x) +r⇢"g ·r⇢1

ä
dx�

Z

Rd

(⇢1V (x) +r⇢1 ·r⇢1) dx.

Therefore.

E
1

(�"g)� E
1

(�1)

=
Z

Rd

Ä
(⇢"g � ⇢1)V +r(⇢"g � ⇢1) ·r⇢1

ä
dx+

1

2
kr⇢"g �r⇢1k2

� 1

2
kr⇢"g �r⇢1k2.

The convergence of ⇢"g towards ⇢1 as "! 0+ is then a direct consequence.
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In Theorem 3.5.1, three types limiting profiles are obtained and the usual TF

density as the minimizer of energy E
1

(·) in (3.5.5) has a compact support. We would

like to show that the minimizers of energy functionals E
2

(·) (3.5.7) and E
3

(·) (3.5.6)
are indeed solution of certain free boundary problems.

Theorem 3.5.2. Let V (x) � 0 (x 2 Rd, d = 1, 2, 3) be given in (2.4.2), and

nonnegative functions ⇢
1

(x) � 0 and ⇢
2

(x) � 0 be the unique minimizers of E
2

(
p
⇢)

and E
3

(
p
⇢) under the constraints k⇢kL1 = 1 and ⇢ � 0, respectively. Then ⇢

1

, ⇢
2

2
C1,↵

loc

⇢ W 2,p
loc

(1 < p <1 and 0 < ↵ < 1) solve the free boundary value problems

� �1�⇢1 + ⇢
1

= (µ
1

� V (x))�{⇢1>0}, a.e. x 2 Rd, (3.5.16)

� �1�⇢2 = (µ
2

� V (x))�{⇢2>0}, a.e. x 2 Rd, (3.5.17)

where µ
1

= 2E
2

(
p
⇢
1

) � RRd

V (x)⇢
1

dx and µ
2

= 2E
3

(
p
⇢
2

) � RRd

V (x)⇢
2

dx. The

conditions at the free boundaries are

⇢j|@{⇢
j

>0} = 0, |r⇢j||@{⇢
j

>0} = 0, j = 1, 2. (3.5.18)

If V (x) is radially symmetric and non-decreasing, ⇢j(x) (j = 1, 2) are radially sym-

metric non-increasing and compactly supported.

Proof. (i) We verify the two equations (3.5.16) and (3.5.17). The arguments are

very similar, and we only prove (3.5.16) for simplicity.

We adapt an approach for the classical obstacle problem in [91]. Since ⇢
1

� 0

minimizes E
2

(
p
⇢) under the constraints k⇢kL1 = 1 and ⇢ � 0, in addition V (x) � 0,

we can conclude that ⇢
1

minimizes the following energy

Ẽ(⇢) =
Z

Rd

Ç
V (x)|⇢|+ ⇢2

2
+
�1
2
|r⇢|2

å
dx with

Z

Rd

⇢(x) dx = 1, (3.5.19)

i.e. ⇢
1

is still a minimizer if we remove the nonnegative constraint with the price to

have a non-smooth V (x)|⇢| term. The reason is that if
R
Rd

⇢(x) dx = 1, we can write

⇢
+

(x) = max{⇢(x), 0} and ⇢�(x) = max{�⇢(x), 0}, and RRd

⇢
+

(x) � 1. Since all

the terms in the energy Ẽ(⇢) are positive, we have Ẽ(⇢
+

/k⇢
+

kL1)  Ẽ(⇢
+

)  Ẽ(⇢).
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Thus, the minimizer must be nonnegative and the unique minimizer of (3.5.19) (by

convexity) is ⇢
1

.

Now, we would like to derive the equation for ⇢
1

. In order to do this, we introduce

the following regularization of (3.5.19). Mollify the step function �
[0,1)

(s) (s 2 R)

to get smooth function g"(s) 2 C1(R) (" > 0) such that g"(s) = 1 if s > 0, g"(s) = 0

if s  �" and g0"(s) � 0 for all s 2 R. Moreover, g"(s)! �
(0,1)

as "! 0+. Denote

G"(s) =
R s
�1 g"(s) ds and G00

" � 0 indicating that G" is a convex function. Now, let

us consider

Ẽ"(⇢) =
Z

Rd

Ç
V (x)G"(⇢) +

⇢2

2
+
�1
2
|r⇢|2

å
dx with

Z

Rd

⇢(x) dx = 1, (3.5.20)

which is still a convex minimization problem and we have a unique minimizer ⇢"g(x) �
0. Moreover, we can find the equations for ⇢"g(x).

For any compactly supported smooth function ' 2 C1
c (Rd), consider h(s) =

Ẽ"(⇢s(x)) where ⇢s(x) = (⇢"g+s')/
R
Rd

(⇢"g+s') dx and s 2 (�s
0

, s
0

) with su�ciently

small s
0

> 0 such that
R
Rd

(⇢"g+s') dx � 1/2, we then have h(s) attains its minimum

at s = 0. By standard computations and arguments [61, 78], we can get that there

exists a Lagrangian multiplier µ", such that ⇢"g solves (in the weak sense)

��1�⇢"g + ⇢"g = µ" � V (x)g"(⇢
"
g). (3.5.21)

It is easy to see that µ" is uniformly bounded and µ" � V (x)g"(⇢"g) 2 L1
loc

, which

implies that for any bounded smooth domain ⌦ ⇢ Rd, ⇢"g is uniformly bounded in

W 2,p(⌦) (p 2 (1,1)) by classical elliptic regularity results [61, 78]. Using Sobolev

embedding, ⇢"g is uniformly bounded in C1,↵(⌦) (for some 0 < ↵ < 1) locally and

hence there exist ⇢̃ 2 W 2,p(⌦) such that as " ! 0+ (take a subsequence "k ! 0+

if necessary), ⇢"g converges to ⇢̃ strongly in C1,↵
loc

and weakly in W 2,p
loc

. Consequently,

⇢̃ � 0 and k⇢̃kL1 = 1 (V (x) is a confining potential). In fact, we can show ⇢̃ = ⇢
1

.

Passing to the limit as " ! 0+ in Ẽ(⇢"g)  Ẽ"(⇢"g)  Ẽ"(⇢
1

) (G"(|s|) � |s|), we
observe that Ẽ(⇢̃)  lim sup

"!0

+
Ẽ"(⇢"g)  Ẽ(⇢

1

) and it is obvious ⇢̃ = ⇢
1

.

Now, we have ⇢
1

2 W 2,p
loc

\ C1,↵
loc

and we want to show that

��1�⇢1 + ⇢
1

= (µ� V (x))�{⇢1>0}, a.e. x 2 Rd. (3.5.22)
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Since ⇢"g 2 W 2,p
loc

is a strong solution of (3.5.21), thus (3.5.21) is valid almost ev-

erywhere. In addition, ⇢"g ! ⇢
1

in C1,↵
loc

, so we can pass to the limit as " ! 0+ in

(3.5.21) to get

��1�⇢1 + ⇢
1

= µ� V (x), a.e. x 2 {⇢
1

> 0}, (3.5.23)

where µ is a limiting point of µ" as " ! 0+ (take a subsequence if necessary here).

On the other hand, ⇢
1

2 W 2,p
loc

implies �⇢
1

= 0 a.e. x 2 {⇢
1

= 0}. Together, we

have shown ⇢
1

is the solution of the free boundary value problem (3.5.16) and µ can

be computed via multiplying both sides of (3.5.16) by ⇢
1

and integrating over Rd,

which leads to µ = µ
1

.

(ii) When V (x) = V (r) (r = |x|) is radially symmetric and non-decreasing, it is

easy to find ⇢j(x) is radially symmetric and non-increasing by Schwarz rearrange-

ment [78]. For simplicity, we write ⇢j(x) = ⇢j(|x|) = ⇢j(r) (r = |x|, j = 1, 2) and

⇢0(r)  0. Integrating (3.5.16) over the ball BR = {|x| < R}, we get

Z

B
R

Ä
V (x)�{⇢1>0} + ⇢

1

(x)
ä
dx� �1

Z

@B
R

@n⇢1(x)dS = µ
Z

B
R

�{⇢1>0} dx,

where @
n

⇢
1

(x)|@B
R

 0 (⇢
1

(r) is non-increasing). On the other hand, lim
r!1

V (r) =1,

choosing R
0

large enough such that V (r) � 2µ (r � R
0

), we have

Z

B
R

\B
R0

î
(V (x)� µ)�{⇢1>0} + ⇢

1

(x)
ó
dx  µ|BR0 |,

which is true for all R > 0. Thus, we arrive at

|Bc
R0
\ �{⇢1>0}|  |BR0 |, (3.5.24)

and it implies that |{⇢
1

> 0}| <1. Therefore ⇢
1

is compactly supported. Similarly,

⇢
2

is also compactly supported under the hypothesis of V (x).

Next, we consider another interesting case that � ! �1 and/or large �.

Theorem 3.5.3. (Limits when � ! �1) Let V (x) (x 2 Rd, d = 1, 2, 3) be given

in (2.4.2), � < 0, � > 0, �g 2 S be a positive ground state of (2.4.7).
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(1) If � ! �1 and � = O(|�| 4+d

2+d ), i.e. lim�!+1
�

|�|
4+d

2+d

= �1 > 0. Set

�"g(x) = "�d/2�g(x/") 2 S with " = |�|� 1
2+d . For � ! �1 (" ! 0+), there ex-

ists a subsequence �n ! �1 (n = 1, 2, . . .), such that for "n = |�n|� 1
2+d ! 0+

and ⇢"n(x) = "�d
n |��ng (x/"n)|2, we have ⇢"n(x) ! ⇢g(x) in H1, where ⇢g(x) is a

nonnegative minimizer of the energy

E�1(
p
⇢) =

Z

Rd

Ç
V (x)⇢� 1

2
⇢2 +

�1
2

|r⇢|2
å

dx, k⇢(x)kL1 = 1, ⇢(x) � 0.

(3.5.25)

(2) If � ! �1 and �/|�| 4+d

2+d � 1, i.e. � = o(�
2+d

4+d ) as � ! +1. Set

�"g(x) = "�d/2�g(x/") 2 S with " = ��
1

4+d . For � ! +1 (" ! 0+), we have

⇢"g(x) = |�"g(x)|2 converges to ⇢1(x) in H1, where �1(x) =
»
⇢1(x) is the unique

nonnegative minimizer of the energy E
3

(·) (3.5.7).
(3) If � ! �1 and � = o(|�| 4+d

2+d ), we also assume that V (x) is radially symmet-

ric and the ground state �g 2 S can be chosen as a decreasing radially symmetric

function. Let �"g(x) = "�d/2�g(x/") 2 S with " = |�|1/2/�1/2, and ⇢" = |�"g| ! ⇢1

in H1 as � ! �1, where ⇢1 is the unique non-increasing radially symmetric min-

imizer of the following energy

Er(
p
⇢) =

Z

Rd

Ç
1

2
|r⇢|2 � 1

2
|⇢|2
å

dx,
Z

Rd

⇢(x) dx = 1, ⇢(x) � 0. (3.5.26)

In fact, ⇢1 solves the equation

��⇢1 � ⇢1 = µ�{⇢1>0}, µ = 2Er(
p
⇢1). (3.5.27)

Proof. (1) The existence of the nonnegative minimizer of E�1 can be proved similarly

to Theorem 7.1.1 and we omit the details here for brevity.

Let " = |�|� 1
2+d and ⇢"(x) = "�d|�g(x/")|2 where �g(x) is a ground state of

(1.2.8), then
p
⇢" 2 S is a ground state of (3.5.3). Using Nash inequality with the

fact
p
⇢" 2 S, we can easily find

Z

Rd

V (x)⇢"(x) dx+ kr⇢"k+ k⇢"k  C. (3.5.28)
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We can extract a subsequence "n ! 0, such that for some ⇢
0

2 H1, we have

⇢"n ! ⇢
0

, weakly in H1, weakly- ? in L1

V = {⇢|
Z

Rd

V (x)|⇢| dx < +1},
(3.5.29)

and

Z

Rd

V (x)⇢
0

(x) + kr⇢
0

k+ k⇢
0

k  lim inf
"
n

!0

+

ÅZ

Rd

V (x)⇢"n(x) + kr⇢"nk+ k⇢"nk
ã
.

We then show that the convergence is strong in L2. For any ⌘ > 0, there exists

R > 0 such that
R
|x|>R ⇢

"
n(x) dx < ⌘ (confining property of V (x)). Since H1(BR) ,!

L2(BR) is compact,
R
|x|R |⇢"n(x)� ⇢

0

(x)|2 dx! 0 and

lim sup
"
n

!0

k⇢"n � ⇢
0

k2

= lim sup
"
n

!0

Z

|x|R
|⇢"n(x)� ⇢

0

(x)|2 dx+ lim sup
"
n

!0

Z

|x|>R
|⇢"n(x)� ⇢

0

(x)|2 dx

 lim sup
"
n

!0

ÇZ

|x|>R
|⇢"n(x)� ⇢

0

(x)| dx
å 1

2
ÇZ

|x|>R
|⇢"n(x)� ⇢

0

(x)|3 dx
å 1

2

 C⌘1/2.

Hence lim sup
"
n

!0

k⇢"n � ⇢
0

k2 = 0 and ⇢"n ! ⇢
0

in L2, which implies that ⇢
0

(x) �
0. Similarly, due to the confining property of V (x), k⇢

0

kL1 = 1. In particular,

regularizing the minimizers of E�1(·) in (3.5.25) if necessary, we have

E�1(
p
⇢
0

)  lim inf
"n!0

E�1(
p
⇢"n)  lim sup

"n!0

E"
n(
p
⇢"n)  E"

n(
p
⇢
0

),

and E"
n(
p
⇢
0

)  E�1(
p
⇢
0

) + o(1), which verifies ⇢
0

is a minimizer of E�1(·) in

(3.5.25) as well as kr⇢"nk ! kr⇢
0

k. Thus, ⇢"n ! ⇢
0

in H1.

(2) The proof is similar to part (1) in view of the fact that the minimizer of

(3.5.7) is unique, thus it is omitted here for brevity.

(3) We first show the fact that the decreasing radially symmetric minimizer ⇢1

of (3.5.26) exists and is unique. In view of Nash inequality, Er(
p
⇢) is bounded

from below under constraint k⇢kL1 = 1 with ⇢ � 0. By Schwarz rearrangement,

we can take a minimizing sequence of nonincreasing radially symmetric functions
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{⇢n}1n=1

where k⇢nkL1 = 1 and k⇢nkH1  C. Therefore, there exists ⇢1 2 H1

such that a subsequence (denoted as the original sequence) ⇢n ! ⇢1 weakly in H1.

Applying necessary scaling ⇢⌘n = ⌘�d⇢n(x/⌘) (⌘ > 0) in Er(·), then Er(
»
⇢⌘n) attains

its minimum at some ⌘n > 0 and we can take ⇢⌘nn as the minimizing sequence. As

a consequence, we can assume ⌘n = 1 and have the relation k⇢nk2 = d
2+d
kr⇢nk2

and Er(
p
⇢n) < 0 by the optimality of ⌘n = 1 among all the possible scalings. In

addition, for the nonincreasing radially symmetric function ⇢n,

|⇢n(x)|  C

Rd
k⇢nkL1  C

Rd
, |x| � R > 0, (3.5.30)

which would imply ⇢n ! ⇢1 strongly in L2 and so ⇢1 � 0. In fact, we can show

k⇢1kL1 = 1. Denote I↵ = inf⇢�0,k⇢k
L

1=↵Er(
p
⇢) (↵ > 0), then it is obvious I↵ = ↵2I

1

and I
1

< 0. If k⇢1kL1 = ↵ < 1, by the convergence of ⇢n, we get

↵2I
1

= I↵  Er(
p
⇢1)  lim inf

n!+1
Er(
p
⇢n) = I

1

, (3.5.31)

which leads to I
1

� 0 contradicting to the fact I
1

< 0. Thus k⇢1kL1 = 1 and ⇢1

is a non-increasing radially symmetric minimizer of (3.5.26). Next, we show such

a minimizer is unique. Following Theorem 3.5.2, we can get the equation for the

minimizer of (3.5.26) as

��⇢� ⇢ = µ�{⇢>0}, (3.5.32)

and a non-increasing radially symmetric minimizer ⇢ is compactly supported with

the regularity stated in Theorem 3.5.2. If there are two non-increasing radially

symmetric minimizers ⇢
1

and ⇢
2

to the energy (3.5.26), we have

��⇢
1

� ⇢
1

= µ
1

�{⇢1>0}, ��⇢
2

� ⇢
2

= µ
2

�{⇢2>0},

and µ
1

= µ
2

= 2I
1

. Thus, by integrating the equations, we know ⇢
1

and ⇢
2

have the

same supports (denote as the ball BR). ⇢1 = ⇢
2

is then a consequence of classical

ODE theory by noticing that ⇢j(R) = @r⇢j(R) = 0. The existence and uniqueness

of non-increasing radially symmetric minimizers are proved.
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Next, choosing " = |�|1/2
�1/2

in (3.5.3), we find �"g minimizes the following energy

E⌘(�) =
Z

Rd

ñ
⌘
1

2
|r�|2 + ⌘

2

V (x)|�|2 � 1

2
|�|4 + 1

2

���r|�|2
���
2

ô
dx, � 2 S, (3.5.33)

with ⌘
1

= �
d�2
2

|�|d/2 = o(1) and ⌘
2

= �
d+2
2

|�|
4+d

2
= o(1) when � ! �1 and � = o(|�| 4+d

2+d ).

Intuitively, only the leading O(1) terms in (3.5.33) are important in the limit as

� ! �1. Under the hypothesis of a radially symmetric increasing potential V (x),

we have (regularize �1 =
p
⇢1 such that �1 2 H1 if necessary)

Er(
p
⇢1)  Er(

»
⇢"g)  E⌘(�

"
g)  E⌘(

p
⇢1)  o(1) + Er(

p
⇢1), (3.5.34)

which shows lim
�!�1

Er(
»
⇢"g) = Er(

p
⇢1) = I

1

. Repeating the previous arguments,

we will have ⇢"g ! ⇢1 in H1.

Next, we consider the e↵ects as � ! 0+, i.e. the vanishing higher order e↵ects.

It is worth noticing that the ground state profiles will have certain blow-up phe-

nomenon as � ! 0+ in the classical regimes where the ground state does not exist

when � = 0.

Theorem 3.5.4. (Limits when � ! 0+) Let V (x) (x 2 Rd, d = 1, 2, 3) be given in

(2.4.2), � > 0, ��g 2 S be a nonnegative ground state of (1.2.8).

(1) Suppose � > 0 when d = 3, � > �Cb when d = 2, and � 2 R when d = 1,

where Cb is given in (3.2.4). There exists a subsequence �n ! 0 (n = 1, 2, . . .), such

that ��ng (x)! �g(x) in H1, where �g(x) is a nonnegative minimizer of the energy

E
GP

(�) =
Z

Rd

ñ
1

2
|r�|2 + V (x)|�|2 + �

2
|�|4
ô
dx with k�k = 1. (3.5.35)

Moreover, when � � 0, the nonnegative minimizer �g of (3.5.35) is unique and

��g ! �g in H1 as � ! 0+.

(2) When d = 2 and � < �Cb, denote �̃�(x) =
p
���g(
p
�x) and we have for a

subsequence �n ! 0, �̃�
n

(x)! �
0

(x) in H1, where �
0

(x) is a nonnegative minimizer

of the energy

E�(�) =
Z

Rd

ñ
1

2
|r�|2 + �

2
|�|4 + 1

2
|r|�|2|2

ô
dx with k�k = 1. (3.5.36)
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(3) When d = 3 and � < 0, we also assume that V (x) is radially symmetric and

it is su�cient to consider the ground state ��g(x) as decreasing radially symmetric

functions. Let ⇢̃�(x) = |�̃�(x)|2, where �̃�(x) = �3/4��g(
p
�x). There exists 0 

⇢
0

(x) 2 H1 such that ⇢̃� ! ⇢
0

in H1 as � ! 0, where ⇢
0

is the unique decreasing

radially symmetric nonnegative minimizer of the energy

E�
r (
p
⇢) =

Z

Rd

ñ
�

2
|⇢|2 + 1

2
|r⇢|2

ô
dx, ⇢ � 0,

Z

Rd

⇢(x) dx = 1. (3.5.37)

More precisely, ⇢
0

� 0 satisfies the free boundary problem

�⇢��⇢ = µ�{⇢>0}, ⇢|@{⇢>0} = |r⇢|
���
@{⇢>0}

= 0, (3.5.38)

where µ = 2E�
r (
p
⇢
0

).

Proof. (1) The proof is similar to that presented in Theorem 3.5.3 and is omitted

here for brevity.

(2) The existence of the nonnegative minimizer of E�(·) can be proved by a

similar argument in Theorem 3.5.3 for the energy Er(·) and the detail is omitted

here. We denote the minimum energy of E�(·) as E0

.

Letting " = ��1/2 in (3.5.3), it is obvious that �̃�(x) 2 S minimizes the energy

Ẽ�(�) =
Z

Rd

ñ
1

2
|r�|2 + �2V (x)|�|2 + �

2
|�|4 + 1

2
|r|�|2|2

ô
dx, � 2 S. (3.5.39)

Now, choosing a ground state �g 2 S of (3.5.36) as a testing state (using a C1
0

approximation if necessary for the potential term), we have

�2
Z

Rd

V (x)|�̃�(x)|2 dx+ E�(�̃�) = Ẽ�(�̃�)  Ẽ�(�g)  E
0

+ C�2,

which implies
R
Rd

V (x)|�̃�(x)|2 dx  C. Therefore, we have

Z

Rd

V (x)|�̃�(x)|2 dx+ k�̃�kH1 + kr|�̃�|2k  C.

Following the proof in Theorem 7.1.1, there exists �
0

2 H1 with k�
0

k = 1 and a

subsequence �n ! 0 such that ��
n

! �
0

strongly in L2 and weakly in H1,

E�(�0

)  lim inf
n!1

E�(�̃�
n

)  lim inf
n!1

Ẽ�(�̃�
n

)  E
0

,
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and �
0

is a minimizer of (3.5.36). From the above inequality, it is easy to find that

��
n

! �
0

strongly in H1.

(3) The proof is essentially presented in part (3) of Theorem 3.5.3.

3.6 Limiting behavior under a box potential

Now we consider (2.4.9) defined in a bounded domain ⌦ ⇢ Rd, the limiting

profile of ground states (3.2.1) are considered under di↵erent sets of parameters �

and �. To simplify the discussion, we choose the external potential as box potential

(2.4.3). The energy E(·) (2.4.10) reduces to

E
⌦

(�) =
Z

⌦

ñ
1

2
|r�|2 + �

2
|�|4 + �

2

���r|�|2
���
2

ô
dx, (3.6.1)

and the ground state �g is then the minimizer of the energy E
⌦

under the constraint

k�kL2
(⌦)

= 1. The characterization of the ground state �g for (3.6.1) in some limiting

case is listed in the following lemma. The major di↵erence between whole space case

(section 3.5) and bounded domain case is that the scalings are very di↵erent.

Theorem 3.6.1. (Thomas-Fermi limit) Let V (x) be the box potential (2.4.3), � > 0,

and �g 2 S be the positive ground state of (1.2.8).

(1) If � ! +1 and � = o(�), we have ⇢�g = |�g(x)|2 converge to ⇢1(x) :=

|�1(x)|2 in L2, where �1(x) is the unique nonnegative minimizer of the energy

Eb(�) =
Z

⌦

1

2
|�|4 dx with k�k2 = 1. (3.6.2)

More precisely, ⇢1 = 1

|⌦| with µ = �
2|⌦| , where |⌦| is the the volume of the domain

⌦.

(2) If � ! +1 and lim
�!+1

�
�
= �

0

> 0 for some �
0

> 0, we have ⇢�,�g = |�g(x)|2

converge to ⇢1(x) in H1, where ⇢1(x) is the unique nonnegative minimizer of the

energy

E+

bd

(
p
⇢) =

Z

⌦

ñ
1

2
|⇢|2 + �

0

2
|r⇢|2

ô
dx, ⇢ � 0,

Z

⌦

⇢(x) dx = 1. (3.6.3)
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More precisely, ⇢1(x) � 0 satisfies the equation

⇢1(x)� �
0

�⇢1(x) = µ, x 2 ⌦, ⇢1(x)|@⌦ = 0, (3.6.4)

where µ = 2E+

bd

(
p
⇢1).

(3) If � ! +1 and � = o(�), we have ⇢�g = |�g(x)|2 converge to ⇢1(x) in H1,

where ⇢1(x) is the unique nonnegative minimizer of the energy

Ed(
p
⇢) =

Z

⌦

1

2
|r⇢|2 dx, ⇢ � 0,

Z

⌦

⇢(x) dx = 1. (3.6.5)

More precisely, ⇢1(x) � 0 satisfies the equation

��⇢1(x) = µ, x 2 ⌦, ⇢1(x)|@⌦ = 0, (3.6.6)

where µ = 2Ed(
p
⇢1).

Proof. The proof is similar to those in Theorem 3.5.1 for the whole space case.

Remark 3.6.1. In the Theorem 3.6.1, case (3) holds true in the case � ! �1 and

� � |�|, i.e. � = o(�).

Remark 3.6.2. For case (2), when � ! �1 and lim
�!�1

�
|�| = �

0

> 0 for some

�
0

> 0, we have there exists a subsequence of �n ! �1 and �n, such that ⇢�n,�ng =

|��n,�ng (x)|2 converges to ⇢1(x) in H1, and ⇢1(x) is a nonnegative minimizer of the

energy

E�
bd(
p
⇢) =

Z

⌦

ñ
�1

2
|⇢|2 + �

0

2
|r⇢|2

ô
dx, ⇢ � 0,

Z

⌦

⇢(x) dx = 1. (3.6.7)

It remains to consider the last case in the Theorem 3.6.1 as � ! �1 and

� = o(|�|). For simplicity, we assume ⌦ is a ball in Rd.

Theorem 3.6.2. Let ⌦ = BR = {|x| < R} in the box potential given in (2.4.3),

� < 0 and � > 0, ��g 2 H1(⌦) be a non-increasing radially symmetric ground state of

(3.6.1). Define �̃�g 2 H1(Rd) such that �̃�g (x) = 0 when x /2 ⌦, and �̃�g (x) = ��g (x)

when x 2 ⌦. Let �̃"g(x) = "d/2�̃�g (x") 2 S with " = �1/2/|�|1/2, thus " ! 0+ as

� ! �1. We have ⇢̃" = |�̃"g|2 ! ⇢1 in H1 as " ! 0+, where ⇢1 is the unique

non-increasing radially symmetric minimizer of energy Er(·) in (3.5.26).
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Proof. Let ⌦" = {x/", x 2 ⌦}. Since ⇢1 is compactly supported as shown in

Theorem 3.5.3, for su�ciently small " > 0, we have supp(⇢1) ⇢ ⌦". On the other

hand, �̃"g minimizes the energy

E⌘
box

(�) =
Z

Rd

ñ
⌘

2
|r�|2� 1

2
|�|4+ 1

2

���r|�|2
���
2

ô
dx, � 2 H1

0

(⌦"), k�k = 1, (3.6.8)

where ⌘ = �
d�2
2

|�|
d

2
= o(1) as " ! 0+. We can then proceed as that in Theorem 3.5.3

and the limit of ⇢̃" as � ! �1 ("! 0+) follows.

Similarly, we could extend the � ! 0+ limiting results in Theorem 3.5.4 to the

bounded domain case too. Since no di↵erent scaling is involved, the extension is

straightforward and we omit it here for brevity.



Chapter 4
Numerical Methods for Computing

Ground States

In this chapter, we aim to propose three methods for computing the ground state

of the MGPE (2.4.1). The first two methods, namely the normalized gradient flow

method and the method of directly minimizing the discretized energy formulated via

the wave function, are direct generalizations of the methods commonly used for the

traditional GPE (1.2.5). The last method, which minimizes the discretized energy

formulated via the density function, is seldomly used for the traditional GPE (1.2.5)

but might have advantage for the MGPE (2.4.1) due to the fact that the HOI term

is now changed to a quadratic term. For each method, the detailed description of

the scheme and some numerical analysis as well as numerical tests will be provided.

4.1 The normalized gradient flow method

In this section, we will extend the normalized gradient flow method, which is

a widely used method for the GPE, to the MGPE problem. For completeness, we

71
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start from the continuous normalized gradient flow,

�t =
1

2
��� V (x)�� �|�|2�+ ��(|�|2)�+ µ�(t)�, x 2 ⌦, t � 0, (4.1.1)

�(x, t) = 0, x 2 @⌦, (4.1.2)

�(x, 0) = �
0

(x), x 2 ⌦, (4.1.3)

where ⌦ is the domain where MGPE is defined and µ�(t) depending on � = �(x, t)

is defined as

µ�(t) =
1

k�(·, t)k
Z

⌦

ñ
1

2
|r�|2 + V (x)|�|2 + �|�|4 + �|r(|�|2)|2

ô
dx. (4.1.4)

Following a procedure that is almost the same as in [18], we can establish the

following energy diminishing property. The proof is omitted here for brevity.

Theorem 4.1.1. Suppose V (x) � 0 for all x 2 ⌦, � � 0 and k�
0

k
2

= 1. Then the

normalized gradient flow (4.1.1)-(4.1.3) is normalization conservation and energy

diminishing, i.e.

k�(·, t)k2
2

= k�
0

k
2

= 1, t � 0, (4.1.5)

d

dt
E(�) = �2k�t(·, t)k2

2

, t � 0, (4.1.6)

which implies that

E(�(·, t
1

)) � E(�(·, t
2

)), 0  t
1

 t
2

<1. (4.1.7)

In practice, we can discretise the continuous normalized gradient flow in time

in the following way: choose a sequence 0 = t
0

< t
1

< · · · < tn < . . . with

�tn = tn+1

� tn > 0 and compute the following semi-discrete scheme, i.e. the

normalized gradient flow,

�t =
1

2
��� V (x)�� �|�|2�+ ��(|�|2)�, x 2 ⌦, tn < t < tn+1

, (4.1.8)

�(x, t) = 0, x 2 @⌦, (4.1.9)

�(x, tn+1

) := �(x, t+n+1

) =
�(x, t�n+1

)

k�(x, t�n+1

)k
2

, x 2 ⌦, (4.1.10)

�(x, 0) = �
0

(x), x 2 ⌦. (4.1.11)
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Easy to see that the semi-discrete scheme for the normalized gradient flow (4.1.8)-

(4.1.11) collapses to the continuous scheme (4.1.1)-(4.1.3) as max{�tn} ! 0. For

simplicity, we consider the simplest case where we discretize uniformly in time, i.e.

tn = n�t, with �t > 0 and n = 0, 1, 2, . . . . (4.1.12)

In space, we discretize (4.1.8)-(4.1.11) via the finite di↵erence method and get

the following semi-implicit scheme. Only 1D problem is considered here for simplic-

ity, and the extension to 2D or 3D is straightforward. An equivalent form of the

normalized gradient flow scheme (4.1.8) is studied due to some technical reasons,

@t� =
1

2
@xx�� V �� �|�|2�+ �@xx|�|2� (4.1.13)

= (
1

2
+ 2�|�|2)@xx�� V �� �|�|2�+ 2�(@x�)

2� (4.1.14)

Take U = (a, b) to be an interval in 1D and denote the grid points as

xj = a+ jh, for j = 0, 1, . . . N, (4.1.15)

where h = (b� a)/N is the mesh size. It’s obvious that the N +1 points are evenly

distributed, i.e. a = x
0

< x
1

< · · · < xN�1

< xN = b is the equidistant partition of

U . Let �j be the numerical approximation of �(xj) for j = 0, 1, . . . , N and denote

� = (�
1

, . . . ,�N�1

)T 2 RN�1. (4.1.16)

By the homogenous Dirichlet BC, we have �
0

= �(a) = �N = �(b) = 0. And we use

the super-index to denote time, i.e. �n is the numerical solution after n steps. Then

we can get the following backward Euler finite di↵erence (BEFD) scheme depending

on the sign of �:

if � < 0, the scheme is

�n+1

j � �n
j

�t
=

Ç
1

2
+ 2�|�n

j |2
å
�2x�

n+1

j �V �n+1

j ��|�n
j |2�n

j +2�(�x�
n
j )

2�n
j , (4.1.17)

if � > 0, the scheme is

�n+1

j � �n
j

�t
=

Ç
1

2
+ 2�|�n

j |2
å
�2x�

n+1

j �V �n+1

j ��|�n
j |2�n+1

j +2�(�x�
n
j )

2�n
j , (4.1.18)
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where �x and �2x are the finite di↵erence operators approximating @x and @xx and

j = 0, 1, . . . , N . The only di↵erence between (4.1.17) and (4.1.18) is that for � < 0,

we treat the term �|�|2� explicitly while for � > 0, �|�|2� is treated semi-implicitly.

Notice that if we write the scheme (4.1.17) and (4.1.18) in a matrix form, i.e. �n+1 =

A�n + dn, then the matrix A will be sparse and strictly diagonal dominant, which

enables us to apply iterative solvers, for example the Gauss-Seidel method, for the

e�cient computation in each time step and the convergence is guaranteed.

Remark 4.1.1. The schemes (4.1.17) and (4.1.18) introduced above are semi-implicit.

We may also consider a fully implicit scheme. Although an iteration is needed for

each step, the total computation cost may be not so large since a larger time step

can be applied. The update from t = tn to t = tn+1

can be computed as

�(m+1) � �n

�t
=

Ç
1

2
+ �|�(m)|2

å
@xx�

(m+1)�V �(m+1)��|�(m)|2�(m+1)+2�(@x�
(m))2�(m+1),

until �(m) converge. Then �n+1 is chosen as �n+1 = limm!1 �(m).

Next, we will do the numerical tests to check the accuracy of the BEFD method

with � > 0 (4.1.18). Because we will test the accuracy for the method proposed in

Section 4.2 and 4.3 as well, the setup of the numerical test is summarized as below.

Example 4.1.1. We take d = 1 and choose the external potential to be the har-

monic potential V (x) = x2/2 with x 2 (�16, 16). The Dirichlet BC is applied and

two cases are tested.

Case I: � = 400 and � = 0.

Case II: � = 1 and � = 100.

The initial conditions are chosen to be the proper Thomas-Fermi (TF) approxima-

tions as proposed in Section 3.3.2, i.e. the TF approximation for large � (Regime

I) for case I and the TF approximation for large � (Regime III) for case II. The

accurate solutions are chosen to be the results computed with a su�ciently small

mesh size h = 1

256

. We denote the computed ‘exact’ ground state as �g with energy

Eg = E(�g) and chemical potential µg = µ(�g). It can be computed that for Case I,

Eg = 21.360 and µg = 35.577, and for Case II, Eg = 2.737 and µg = 3.823.
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Error h = 1/2 h/2 h/22 h/23

|E(�FD

g,h)� E(�g)| 9.65E-4 2.54E-4 6.43E-5 1.61E-5

rate - 1.92 1.98 2.00

k�FD

g,h � �gkl2 1.44E-3 3.13E-4 7.70E-5 1.91E-5

rate - 2.20 2.02 2.01

k�FD

g,h � �gkh1 4.04E-3 9.82E-4 2.48E-4 6.18E-5

rate - 2.04 1.99 2.00

k�FD

g,h � �gk1 1.24E-3 2.89E-4 7.53E-5 1.87E-5

rate - 2.10 1.94 2.01

Table 4.1: Spatial resolution of the ground state for Case I in Example 4.1.1.

We denote the numerical ground state by BEFD (4.1.18) to be �FD

g,h, then Table

4.1 listed the errors for Case I and Table 4.2 listed the errors for Case II. Fig. 4.1

plots the ground states for Case I and Case II. From Table 4.1 and Table 4.2, we

can see that the BEFD method (4.1.18) is second order accurate in space.
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Figure 4.1: Ground states for Case I and Case II in Example 4.1.1.
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Error h = 1/2 h/2 h/22 h/23

|E(�FD

g,h)� E(�g)| 1.02E-2 2.76E-3 6.99E-4 1.75E-4

rate - 1.89 1.98 1.99

k�FD

g,h � �gkl2 8.71E-3 1.67E-3 4.13E-4 1.02E-4

rate - 2.37 2.02 2.01

k�FD

g,h � �gkh1 1.78E-2 3.65E-3 9.21E-4 2.29E-4

rate - 2.29 1.99 2.01

k�FD

g,h � �gk1 8.06E-3 1.45E-3 3.97E-4 9.79E-5

rate - 2.48 1.87 2.02

Table 4.2: Spatial resolution of the ground state for Case II in Example 4.1.1.

4.2 A gradient method for minimizing discretized

energy function

In this section, we introduce the finite di↵erence and pseudo-spectral discretiza-

tion of the energy functional (2.4.6) and constraint (2.4.5) in the constrained min-

imization problem (2.4.7). Then the original minimization problem is reduced to a

finite dimensional problem with a spherical constraint. It’s worth noticing that this

is a nonconvex optimization problem because the feasible region is a unit sphere,

which is not convex. As shown in Theorem 7.1.1, we may choose the ground state

to be a real function. Besides, since the external trapping potential satisfies the

confining condition, i.e. lim
R!1

ess inf |x|<R V (x) = 1, the ground state defined by

(2.4.7) decays exponentially as |x| ! 1 as shown in Theorem 3.2.2. Thus we can

truncate the energy function and constraint from the whole space Rd to a bounded

domain U , which is large enough such that the truncation error is negligible and the

homogeneous Dirichlet BC can be applied.
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4.2.1 Finite di↵erence discretization

In this part, we consider the finite di↵erence (FD) discretization of (2.4.6) and

(2.4.5) truncated on a bounded computational domain U with homogeneous Dirich-

let boundary condition. We approximate gradients by the central di↵erence and

compute the integrals using the composite trapezoidal quadrature. For simplicity,

only the 1D case is shown here. Extensions to 2D and 3D are straightforward and

the details are omitted here for brevity.

For d = 1, we adopt the notations (4.1.15) and (4.1.16) introduced in the last

section. The energy functional (2.4.6) under constraint (2.4.5) with d = 1 can then

be formulated as

EFD

h (�) = h
N�1X

j=0

2

41
2

�����
�j+1

� �j

h

�����

2

+ V (xj)�
2

j +
�

2
�4

j +
�

2

�����
�2

j+1

� �2

j

h

�����

2

3

5 , (4.2.1)

subject to h
PN�1

j=0

|�j|2 = 1 and �
0

= �N = 0. For simplicity, we introduce k�kl2 =q
h
PN�1

j=0

|�j|2 to be the discrete l
2

-norm. A simple computation implies that (4.2.1)

can be rewritten in the form

EFD

h (�) = h
N�1X

j=1

ñ
�1

2
�j�

2

x�j + V (xj)�
2

j +
�

2
�4

j �
�

2
�2

j�
2

x(�
2

j)

ô
, (4.2.2)

subject to k�kl2 = 1, where �2x is an operator defined as

�2x�j =
�j+1

� 2�j + �j�1

h2

. (4.2.3)

Define matrix A = (ajk) 2 R(N�1)⇥(N�1) as

ajk =

8
>>>>><

>>>>>:

1

h2 , j = k,

� 1

2h2 , |j � k| = 1,

0, otherwise ,

(4.2.4)

then (4.2.2) can be written in a matrix form as

EFD

h (�) = h

ñ
�TA�+ �TV �+

�

2
�4 + �(�2)TA�2

ô
, (4.2.5)

where �2 is defined component-wisely as (�2)j = �2

j and V = diag(V (x
1

), . . . , V (xN�1

)).

The matrix form (4.2.5) is concise and suitable for programming, and is thus used

in practice.
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Most methods that are widely used for an optimization problem are gradient-

based. Therefore, it’s necessary for us to write the gradient of (4.2.5) explicitly.

Denote GFD

h (�) = rEFD

h (�), then a direct computation from (4.2.1) implies that

GFD

h (j) =
@EFD

h

@�
j

= h
î��2x�j + 2V (xj)�j + 2��3

j � 2��j�2x(�
2

j)
ó

= 2h(A�+ V �+ ��3 + 2��. ⇤ (A�2)),

where, for simplicity, we introduce the operator .⇤ for componentwise multiplication

between two vectors. To be more specific, for general two vectors a = (aj)j=1,...,N 2
RN and b = (bj)j=1,...,N 2 RN , we define a. ⇤ b 2 RN as (a. ⇤ b)j = ajbj.

Now the the original problem (2.4.7) with d = 1 can be approximated by the

discretized minimization problem via FD discretization:

�g = argminEFD

h (�), subject to k�k2l2 = 1, �
0

= �N = 0, � 2 RN+1. (4.2.6)

4.2.2 Sine pseudospectral discretization

In space, we can replace the FD discretization by the sine pseudospectral (SP)

method when homogeneous Dirichlet boundary conditions are applied. Compared to

the finite di↵erence method, the spectral method has the advantage of high accuracy,

especially for smooth problems with regular geometry. Again, only the discretization

in 1D is presented here, and extensions to 2D and 3D are straightforward and the

details are omitted here for brevity.

For d = 1, we consider the problem in U = (a, b). As proposed in [14], for any

function f 2 C
0

([a, b]), i.e. f is continuous in [a, b] and f(a) = f(b) = 0, we can do

the interpolation of f at the grid points by sine series as

(INf)(x) =
N�1X

l=1

f̃l sin(µl(x� a)), (4.2.7)

satisfying (INf)(xj) = f(xj), where µl =
⇡l
b�a

and f̃l can be computed by

f̃l =
2

N

N�1X

j=1

fj sin

Ç
jl⇡

N

å
, (4.2.8)
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where fj = f(xj). Choosing the interpolation function (INf)(x) as the approxima-

tion of f(x), we get

f 00(x) ⇡ �
N�1X

l=1

µ2

l f̃l sin(µl(x� a)), (4.2.9)

which immediately implies that

f 00(xj) ⇡ @sxx f |x=x
j

= �
N�1X

l=1

µ2

l f̃l sin

Ç
jl⇡

N

å
, (4.2.10)

where @sxx is the pseudospectral di↵erential operator approximating @xx. Via a sim-

ilar argument, we can approximate the first derivative by

f 0(xj) ⇡ @sx f |x=x
j

=
N�1X

l=1

µlf̃l cos

Ç
jl⇡

N

å
, (4.2.11)

where @sx is the pseudospectral di↵erential operator approximating @x.

With similar notations as the FD scheme, the energy functional (2.4.6) truncated

on U = (a, b) can be discretized as

ESP

h (�) = h
N�1X

j=0

ñ
�1

2
�j@

s
xx�j + V (xj)�

2

j +
�

2
�4

j + 2��2

j(@
s
x�j)

2

ô
. (4.2.12)

By defining matrix C = (cjk) 2 R(N�1)⇥(N�1) with cjk = sin
Ä
jk⇡
N

ä
, ⇤ = diag(µ2

1

, . . . , µ2

N�1

),

B = (bjk) 2 R(N�1)⇥(N�1) with bjk = cos
Ä
jk⇡
N

ä
, and using similar notions as in the

FD scheme, we can rewrite (4.2.12) in an equivalent form as

ESP

h (�) = h

ñ
1

N
�TC⇤C�+ �TV �+

�

2
�4 +

8�

N2

�2. ⇤ (A�)2
ô
, (4.2.13)

where A = B⇤
1
2C. One remark here is that, in practice, instead of doing the

matrix multiplication, whose computational cost isO(N2), (4.2.13) can be computed

e�ciently by using discrete sine transform (DST) for @sxx and fast Fourier transform

(FFT) for @sx, and the total computational cost now is O(N logN).

The computation for the gradient GSP

h (�) = rESP

h (�) is tricky. As shown in [32],

for the first three terms in (4.2.12), i.e.

EGP
h = h

N�1X

j=0

ñ
�1

2
�j@

s
xx�j + V (xj)�

2

j +
�

2
�4

j

ô
, (4.2.14)



4.2 A gradient method for minimizing discretized energy function 80

we have

rEGP
h = 2h

Ç
1

N
C⇤C�+ V �+ ��3

å
. (4.2.15)

While for the last term

Fh(�) = 2h�
N�1X

j=0

�2

j(@
s
x�j)

2, (4.2.16)

we have

rFh =
16�h

N2

(�. ⇤ (A�)2 + AT (�2. ⇤ A�)), (4.2.17)

which immediately gives that

GSP

h (�) = rESP

h (�) = 2h

Ç
1

N
C⇤C�+ V �+ ��3

å
+rFh. (4.2.18)

The original optimization problem (2.4.7) now is approximated by the discretized

minimization problem via SP discretization which finds �g 2 RN�1 such that

�g = argminESP

h (�), subject to k�k2l2 = 1, �
0

= �N = 0. (4.2.19)

4.2.3 A feasible gradient type method

In this subsection, we solve the problem (4.2.6) or (4.2.19) by following the

feasible method proposed in [113]. For self-consistency, we include the description

of the method here. Notice that by doing a rescaling X =
p
h�, the constraint of

(4.2.6) and (4.2.19) will become kXk2
2

= XTX = 1. By di↵erentiating both sides of

XTX = 1, we obtain the tangent vector set of the constraints

TX := {Z 2 RN�1 : XTZ = 0}. (4.2.20)

For the rest of this subsection, the problem expressed by X instead of � will be

considered.

Consider the minimization problem,

minE(X), subject to kXk2
2

= 1, X 2 RN�1. (4.2.21)
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The Lagrangian function of (4.2.21) is

L(X, ✓) = E(X)� ✓

2

ÄkXk2
2

� 1
ä
, (4.2.22)

and the first-order optimality condtions can be then derived as

G� ✓X = 0, kXk2
2

= XTX = 1, (4.2.23)

where G = rE(X) and ✓ can be computed as ✓ = XTG = GTX.

Define A(X) = GXT �XGT , and then we can check that

(I �XXT )G = A(X)X = 0, (4.2.24)

which implies that A(X)X is the projection of the gradient of E(X) at X to the

tangent space of the constraints TX .

The steepest descent method suggest using Y (⌧) := X � ⌧A(X)X with some

positive number ⌧ as the step size for updating. However, there is no guarantee that

Y (⌧) preserves the unit l
2

norm. To get an update which automatically preserves

the unit norm, we try a di↵erent type of the updating path which is implicit

Y (⌧) := X � ⌧A(X)(X + Y (⌧)), Y (⌧) := QX (4.2.25)

where Q = (I + ⌧A(X))�1(I � ⌧A(X)). Easy to see that A(X) is skew-symmetric,

i.e. A(X)T = �A(X). Then by a simple computation that

QTQ = (I � ⌧A(X))T (I + ⌧A(X))�T (I + ⌧A(X))�1(I � ⌧A(X))

= (I + ⌧A(X))(I � ⌧A(X))�1(I + ⌧A(X))�1(I � ⌧A(X))

= (I � ⌧A(X))�1(I + ⌧A(X))(I + ⌧A(X))�1(I � ⌧A(X))

= I,

we can get Q is orthonormal and therefore Y (⌧) preserves the l
2

norm automatically

for any ⌧ . In addition, Y (⌧) can be computed explicitly and given in a closed form

as [32, 113]

Y (⌧) = ↵(⌧)X + �(⌧)G, (4.2.26)
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where

↵(⌧) =
(1 + ⌧XTG)2 � ⌧ 2kXk2

2

kGk2
2

1� ⌧ 2(XTG)2 + ⌧ 2kXk2
2

kGk2
2

, �(⌧) =
�2⌧kXk2

2

1� ⌧ 2(XTG)2 + ⌧ 2kXk2
2

kGk2
2

.

(4.2.27)

A suitable step size in the k-th step, denoted as ⌧ (k), can be chosen by applying the

backtracking steps to ⌧ k,1 or ⌧ k,2, which are determined by the Barzilai-Borwein (BB)

formula [34], to guarantee convergence. The details are omitted here for brevity and

can be referred to [32]. Further the following theorem holds since the energy function

E(X) is di↵erentiable and its gradient rE(X) is Lipschitiz continuous [32, 72].

Theorem 4.2.1. Let {X(k) : k � 0} be an infinite sequence generated by the Algo-

rithm 1. Then either kA(X(k))X(k)k
2

= 0 for some finite k or

lim inf
k!1

kA(X(k))X(k)k
2

= 0. (4.2.28)

The feasible gradient method can then be summarized in the following algorithm.

Algorithm 1 A feasible gradient method

1: Given the current solution X(0), k = 0.

2: while stopping conditions are not met do

3: Choose suitable time step ⌧ (k)

4: Set X(k+1)  Y (⌧ (k)) and update other parameters if necessary

5: k  k + 1

6: end while

4.2.4 Accuracy test

In this section, we will perform accuracy tests for the feasible gradient method,

i.e. Algorithm 1, with either finite di↵erence discretization (4.2.5) or the sine pseu-

dospectral discretization (4.2.13).
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Error h = 1/2 h/2 h/22 h/23

|E(�FD

g,h)� E(�g)| 2.66E-4 6.49E-5 1.62E-5 4.05E-6

rate - 2.04 2.00 2.00

k�FD

g,h � �gkl2 1.44E-3 3.13E-4 7.70E-5 1.92E-5

rate - 2.20 2.02 2.01

k�FD

g,h � �gk1 1.24E-3 2.89E-4 7.54E-5 1.87E-5

rate - 2.10 1.94 2.01

Table 4.3: Spatial resolution of the ground state for Case I in Example 4.1.1 via

finite di↵erence scheme.

Error h = 1 h/2 h/22 h/23

|E(�SP

g,h)� E(�g)| 1.84E-2 2.64E-6 8.46E-12 <1E-12

k�SP

g,h � �gkl2 5.27E-1 7.42E-5 2.32E-8 5.85E-11

k�SP

g,h � �gk1 3.19E-1 7.04E-5 1.96E-8 4.60E-11

Table 4.4: Spatial resolution of the ground state for Case I in Example 4.1.1 via sine

pseudospectral scheme.

Again, the setup of the numerical test is chosen to be the one in Example 4.1.1.

The exact solution is chosen to be the one computed via the pseudospectral scheme

with a su�ciently small step h = 1/64. We denote the numerical ground state via

the FD method (4.2.5) to be �FD

g,h and the one via the SP method (4.2.13) to be

�SP

g,h. Table 4.3 and Table 4.4 listed the errors for Case I. Table 4.5 and Table 4.6

listed the errors for Case II. From Table 4.3, 4.4, 4.5 and 4.6, we can see that the

the numerical ground state computed using (4.2.5) is second order accurate in space

and the one computed using (4.2.13) is spectral accurate.
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Error h = 1/2 h/2 h/22 h/23

|E(�FD

g,h)� E(�g)| 9.59E-3 2.38E-3 5.95E-4 1.49E-4

rate - 2.01 2.00 2.00

k�FD

g,h � �gkl2 6.25E-3 1.29E-3 3.21E-4 8.01E-5

rate - 2.27 2.01 2.00

k�FD

g,h � �gk1 5.75E-3 1.16E-3 3.02E-4 7.49E-5

rate - 2.31 1.94 2.01

Table 4.5: Spatial resolution of the ground state for Case II in Example 4.1.1 via

finite di↵erence scheme.

Error h = 1

2

h/2 h/22 h/23

|E(�SP

g,h)� E(�g)| 2.33E-1 2.16E-4 2.81E-7 6.27E-12

k�SP

g,h � �gkl2 2.42E-1 4.66E-3 6.75E-5 9.40E-8

k�SP

g,h � �gk1 1.03E-1 2.74E-3 5.45E-5 5.31E-8

Table 4.6: Spatial resolution of the ground state for Case II in Example 4.1.1 via

sine pseudospectral scheme.
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4.3 Minimization of the regularized energy via

density formulation

In the previous section, the energy is formulated via the wave function. In this

section, a new scheme for the ground state of the MGPE will be proposed. We’ll

compute the ground state by directly minimizing the energy using ⇢ = | |2 instead

 . Notice that we can consider the density ⇢ directly for the ground state because

we have proved in Theorem 7.1.1 the ground state can be chosen to be a nonnegative

real function and therefore we have a 1-1 correspondence between �g and ⇢g. By

considering this new form of energy, we gain benefits that, firstly, we change the

problem to be a convex optimization problem, which enables to use techniques for

convex optimization, and, secondly, the interaction energy terms are quadratic now,

but with a cost that the kinetic energy now becomes nonlinear and it is not well

defined where ⇢ ⇡ 0, which impies regularization is needed.

In this section, we will first show the regularized energy formulated by density

and its discretization. Then the convergence problem will be analyzed theoretically

and tested numerically.

4.3.1 Density function formulation and regularization

Rewriting the energy functional (2.4.6) by letting ⇢ = |�|2, we get a new formu-

lation of the energy,

E(⇢) =
Z

Rd

ñ
1

2
|rp⇢|2 + V (x)⇢+

�

2
⇢2 +

�

2
|r⇢|2

ô
dx. (4.3.1)

However, it’s not a good idea to consider (4.3.1) directly because |rp⇢|!1 as ⇢!
0, which implies big and uncontrollable errors will be included after discretization

of energy. Due to the singularity of |rp⇢|2, we regularize the term and get an

approximation of the energy,

E"(⇢) =
Z

⌦

ñ
1

2
|rp⇢+ "|2 + V (x)⇢+

�

2
⇢2 +

�

2
|r⇢|2

ô
dx. (4.3.2)
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After regularization, the singularity of the kinetic term will be removed because

|rp⇢+ "| is bounded above by some number depending on ", which makes the

error induced by discretization controllable and enables the use of gradient-based

optimization methods for the computation. We can then define the ground states,

⇢g = argminE(⇢), subject to k⇢k
1

:=
R
Rd

⇢(x) dx = 1, and ⇢ � 0, (4.3.3)

⇢"g = argminE"(⇢), subject to k⇢k
1

:=
R
Rd

⇢(x) dx = 1, and ⇢ � 0. (4.3.4)

But the regularization introduces new questions as we changed the energy func-

tional. Basically, we have the following two questions:

(i) Do we have lim"!0

E"(⇢"g) = E(⇢g) and lim"!0

⇢"g = ⇢g under some norm?

(ii) If we have the convergence result, what would be the convergence rate?

It turns out we do have the convergence result when � > 0 and � > 0, and the

convergence rate of the ground state can be bounded by the convergence rate of the

energy. In Section 4.3.3, we will show the rigorous proof of the results.

Remark 4.3.1. There is an equivalent way of writing the regularized energy (4.3.2)

as

E"(⇢) =
Z

⌦

ñ |r⇢|2
8(⇢+ ")

+ V (x)⇢+
�

2
⇢2 +

�

2
|r⇢|2

ô
dx. (4.3.5)

The two definitions are essentially the same, but will lead to di↵erent discretized

energy formulations.

4.3.2 Finite di↵erence discretization

In this section, we consider the finite di↵erence discretization of (4.3.2) formu-

lated via ⇢ = |�|2 and truncated on a bounded domain U with homogeneous Dirichlet

BC. Again the central di↵erence is applied for approximating the derivatives and

the integrals are computed by the composite trapezoidal rule. For simplicity, the

1D case is shown here. Extensions to 2D and 3D are straightforward and the details

are omitted here for brevity.
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For d = 1, we take U = (a, b) to be an interval in 1D, and take the N + 1 grid

points that are evenly distributed and defined in (4.1.15). Let ⇢j be the numerical

approximation of ⇢(xj) for j = 0, 1, . . . , N and denote

⇢ = (⇢
0

, ⇢
1

, . . . , ⇢N)
T 2 RN+1. (4.3.6)

Then by the homogenous Dirichlet boundary condition, we have ⇢
0

= ⇢N = 0. The

energy functional (4.3.2) under constraint k⇢kh1 = 1 can then be formulated as

EFD

h," (⇢) = h
N�1X

j=0

ñ
1

2
|�+x
»
⇢j + "|2 + V (xj)⇢j +

�

2
⇢2j +

�

2
|�+x ⇢j|2

ô
, (4.3.7)

subject to k⇢kh1 = 1, ⇢j � 0 and ⇢
0

= ⇢N = 0, where we introduce k⇢kh1 =

h
PN�1

j=0

⇢j to be the discrete l
1

-norm and the operator �+x defined as �+x ⇢j =
⇢
j+1�⇢j

h

for simplicity.

Denote GFD

h," = rEFD

h," (⇢) to be the gradient of the discretized energy, then it can

be computed as

GFD

h,"(j) =
@EFD

h,"

@⇢j
= h

ñ
��

2

x

p
⇢j + "

2
p
⇢j + "

+ V (xj) + �⇢j � �(�2x⇢j)
ô
. (4.3.8)

By using the matrix A defined in (4.2.4), GFD

h," can be written in a compact form as

GFD

h," = h
î
(A
p
⇢+ ")./

p
⇢+ "+ V + �⇢+ 2�A⇢

ó
, (4.3.9)

where ./ is an elementwise division operator between vectors.

From Theorem 4.3.2, which will be proved later, the ground state corresponds to

the regularized energy (4.3.2) will converge to the ground state of (4.3.1) as "! 0+.

On the other hand, the ground state of (4.3.7) will converge to the ground state

of (4.3.2) as h ! 0+. As a result, the original optimization problem (2.4.7) now

becomes choosing a sequence of "n ! 0+ and for each fixed "n finding ⇢h,"ng 2 RN�1

such that

⇢h,"ng = argmin
⇢2RN+1

EFD

h,"
n

(⇢), subject to k⇢kh1 = 1, ⇢ � 0, ⇢
0

= ⇢N = 0. (4.3.10)

The ground state and the corresponding energy is computed by taking the limit

⇢h,0g = lim
n!1

⇢h,"ng , Eh,0
g = lim

n!1
EFD

h,"
n

(⇢h,"ng ). (4.3.11)



4.3 Minimization of the regularized energy via density formulation 88

Due to the zero boundary condition, we may also view EFD

h," (⇢) as a function of

⇢ = (⇢
1

, . . . , ⇢N�1

)T 2 RN�1 (4.3.12)

for simplicity. It’s worth noticing that the new problem (4.3.10) we get is a con-

vex optimization problem. To get it, we only need to show that the discretized

energy is convex, which is stated in Theorem 4.3.1, because the feasible set {⇢ 2
RN+1 | k⇢kh1 = 1, ⇢ � 0, ⇢

0

= ⇢N = 0} is obviously convex.

Theorem 4.3.1. The discretized energy function EFD

h," (⇢) defined in (4.3.2) is convex

with respect to ⇢ = (⇢
1

, . . . , ⇢N�1

)T 2 RN�1 for � � 0 and � � 0.

Proof. For � � 0 and � � 0, it’s easy to check the last three terms in (4.3.2), which

are linear or quadratic in ⇢, are convex. The details are omitted here for brevity.

Therefore, we only need to check the first term in (4.3.2) is convex.

Notice that

|�
+

»
⇢j + "|2 = ⇢j + ⇢j+1

+ 2"� 2
p
⇢j+1

+ "
p
⇢j + "

h2

, (4.3.13)

it’s su�cient to show E
1

(⇢) =
PN�1

j=0

p
⇢j+1

+ "
p
⇢j + " is concave with respect to ⇢.

This is true because, for each term E
1,j(⇢) =

p
⇢j+1

+ "
p
⇢j + ", we have

�����
E

1,j(a) + E
1,j(b)

2

�����

2

=
����
1

2
(
»
aj+1

+ "
»
aj + "+

»
bj+1

+ "
»
bj + ")

����
2


Ç
aj+1

+ "

2
+

bj+1

+ "

2

åÇ
aj + "

2
+

bj + "

2

å

=

�����

 
aj+1

+ bj+1

2
+ "

 
aj + bj

2
+ "

�����

2

=

�����E1,j

Ç
a+ b

2

å�����
2

, for j = 0, 1, . . . , N � 1

where a = (a
1

, . . . , aN�1

)T 2 RN�1 and b = (b
1

, . . . , bN�1

)T 2 RN�1 with a
0

= aN =

b
0

= bN = 0.

Remark 4.3.2. Based on the other form of the regularized energy (4.3.5), we can

get another discretized energy formulation, which is slightly di↵erent from (4.3.7).

ẼFD

h," = h
N�1X

j=0

ñ |�+x ⇢j|2
4(⇢j + ⇢j+1

+ 2")
+ Vj⇢j +

�

2
⇢2j +

�

2
|�+x ⇢j|2

ô
, (4.3.14)
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where ⇢ = (⇢
1

, . . . , ⇢N�1

)T 2 RN�1 satisfies h
PN�1

j=0

⇢j = 1, ⇢j � 0 and ⇢
0

= ⇢N = 0.

The gradient, i.e. rEFD

h," (⇢), can be computed as

@ẼFD

h,"

@⇢j
= h

î
Fj(⇢) + V (xj) + �⇢j � �(�2x⇢j)

ó
, (4.3.15)

where

Fj(⇢) =
1

4h

ñ�2(⇢j+1

� ⇢j)
⇢j + ⇢j+1

+ 2"
� (⇢j+1

� ⇢j)2
(⇢j + ⇢j+1

+ 2")2
+

2(⇢j � ⇢j�1

)

⇢j + ⇢j�1

+ 2"
� (⇢j � ⇢j�1

)2

(⇢j + ⇢j�1

+ 2")2

ô
.

It can also be proved that ẼFD

h," (⇢) is convex in ⇢, and therefore we changed the

original problem to be a convex optimization problem. The details are omitted here

for brevity.

4.3.3 Convergence analysis

In this section, we aim to study the convergence of the ground state ⇢h,"g of the

discrete regularized energy (4.3.10) to the ground state ⇢g of the MGPE, which is

defined in (2.4.7). The results in this subsection can be summarized in the following

diagram,

⇢h,"g ⇢hg

⇢"g ⇢g

h! 0+

Theorem 4.3.5

"! 0+

Theorem 4.3.6

"! 0+

Theorem 4.3.2

where ⇢hg is the ground state of the discrete energy without regularization, i.e.

⇢hg = argmin
⇢2S

EFD

h (⇢), (4.3.16)
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where S is the feasible set defined as

S = {⇢ 2 RN+1 | ⇢j � 0, h
NX

j=0

⇢j = 1, ⇢
0

= ⇢N = 0 }. (4.3.17)

We begin with the results showing the convergence of the ground state of the

regularized energy, i.e. ⇢"g, as " ! 0+. First, we can observe the following lemma,

which provides one side limit for the energy.

Lemma 4.3.1. For ⇢g and ⇢"g defined in (4.3.4) with � � 0 and � > 0, we have

E"(⇢"g)  E(⇢g), for any " � 0. (4.3.18)

Proof. Due to the fact |rp⇢+ "|2  |rp⇢|2 where " � 0 and ⇢ is an arbitrary

function satisfying ⇢ � 0, it’s obvious that

E"(⇢)  E(⇢), (4.3.19)

holds for all " � 0 and ⇢ � 0. Now take ⇢ = ⇢g and recall the definition of ⇢"g (4.3.4),

we have E"(⇢"g)  E"(⇢g)  E(⇢g).

Now we want to show lim"!0

E"(⇢"g) = E(⇢g). In fact, we can prove a stronger

conclusion, which actually considers the convergence of ⇢"g to ⇢g and is stated as

follows.

Theorem 4.3.2. For ⇢g and ⇢"g defined in (4.3.3) and (4.3.4) with � � 0 and � > 0,

we have

⇢"g ! ⇢g in H1 and r»⇢"g + "! rp⇢g in L2, (4.3.20)

which immediately implies

lim
"!0

+
E"(⇢"g) = E(⇢g). (4.3.21)

Proof. First, as shown in Lemma 4.3.1, E"(⇢"g)  E(⇢g), which means that E"(⇢"g)

is uniformly bounded above by the constant E(⇢g) with respect to ". Further we

get the boundedness for each term in the energy functional E"(·) (4.3.2). The



4.3 Minimization of the regularized energy via density formulation 91

boundedness for last two terms implies ⇢"g
H1

,�! ⇢0g for some ⇢0g 2 H1. In fact, the

weak convergence we get is for a subsequence, but, for simplicity, we still denote it

as ⇢"g. By a similar argument for the first two terms in the functional E" (4.3.2), we

have r»⇢"g + "
L2

,�! f for some f 2 L2 and the uniform boundedness of the external

potential term, i.e.
R
Rd

V (x)⇢"g dx  C for some constant C with respect to all " � 0.

Next, we want to show f = r»⇢0g and ⇢0g is indeed a minimizer of E(⇢), i.e.

⇢0g � 0,
R
Rd

⇢0g dx = 1 and E(⇢0g)  E(⇢g).

(1) To show
R
Rd

⇢0g dx = 1 and ⇢0g � 0:

For any ⌘ > 0, by using the confinement of V (x), we can choose R large enough

such that V (x) � C
⌘

for all x 2 ⌦c
R, where ⌦R = {x | |x| < R}. Then C �

R
⌦

c

R

V ⇢"g dx � C
⌘

R
⌦

c

R

⇢"g dx, i.e.
R
⌦

c

R

⇢"g dx  ⌘.

In the bounded domain ⌦R, the weak convergence in H1 implies the strong

convergence in L2 by the Sobolev embedding theorem, and therefore ⇢"g
L2�! ⇢0g in

⌦R. Furthermore, we get ⇢"g
L1�! ⇢0g in ⌦R by the Hölder’s inequality, and

R
Rd

⇢0g dx 2
[1� ⌘, 1] as a consequence. Because ⌘ is arbitrary, we get

R
Rd

⇢0g dx = 1. In fact, we

can further extend the strong L1 convergence from ⌦R to the whole space by combing

the confining condition of the external potential and the current convergence result

in ⌦R for arbitrary R.

Besides, the strong convergence in L
2

in ⌦R suggests that we can choose a sub-

sequence that will converge pointwisely to ⇢0g. Then ⇢
0

g � 0 in ⌦R is a direct result

of the fact that ⇢"g � 0 for any " > 0. And further we get ⇢0g � 0 in Rd since R can

be chosen arbitrarily large.

(2) To show f = r»⇢0g:
Suppose the test function � is a smooth function with compact support in ⌦R.

Then on one hand, by definition,

lim
"!0

+

Z

Rd

r»⇢"g + "� dx =
Z

Rd

f� dx. (4.3.22)

On the other hand, we will show that

lim
"!0

+

Z

Rd

r»⇢"g + "� dx =
Z

Rd

r»⇢0g� dx. (4.3.23)
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This can be reasoned in the following way. Firstly, it’s obvious that

����
Z

Rd

Är»⇢"g + "�r»⇢0g
ä
� dx

���� =

�����

Z

⌦

R

Ä»
⇢"g + "�»⇢0g

är� dx
�����


Z

⌦

R

|»⇢"g + "�»⇢0g||r�| dx  C
Z

⌦

R

|»⇢"g + "�»⇢0g| dx

for some constant C depending on �. Therefore, it’s su�cient to prove

lim
"!0

+

Z

⌦

R

|»⇢"g + "�»⇢0g| dx = 0. (4.3.24)

To show (4.3.24), defining D⌘ = {x : ⇢0g > ⌘} for arbitrarily chosen ⌘ > 0, we can

see that
R
⌦

R

\D
⌘

|»⇢"g + "�»⇢0g| dx  1p
⌘

R
⌦

R

|⇢"g+"�⇢0g| dx! 0, where the last step

is because ⇢"g
L1�! ⇢0g. For the remained part ⌦R \Dc

⌘, we have

lim sup
"!0

+

Z

⌦

R

\Dc

⌘

|»⇢"g + "�»⇢0g| dx  lim sup
"!0

+

ñp
⌘|⌦R|+

Z

⌦

R

\Dc

⌘

»
⇢"g + " dx

ô

 lim sup
"!0

+

"p
⌘|⌦R|+

»
|⌦R|

sZ

⌦

R

\Dc

⌘

(⇢"g + ") dx

#

=
p
⌘|⌦R|+

»
|⌦R|

sZ

⌦

R

\Dc

⌘

⇢0g dx

 p⌘|⌦R|+
»
|⌦R|

»
⌘|⌦R| = 2

»
⌘|⌦R|

Because ⌘ can be chosen arbitrarily small, we get (4.3.24) and consequently (4.3.23).

Then the uniqueness of the weak limit implies that f = r»⇢0g in L2.

(3) To show E(⇢0g)  E(⇢g):

The strong convergence in L1 enables us to choose a subsequence, while still

denoted as ⇢"g for simplicity, such that ⇢"g ! ⇢0g almost everywhere. By Fatou’s

lemma, we get

lim inf
"!0

+

Z

Rd

V ⇢"g dx �
Z

Rd

V ⇢0g dx. (4.3.25)

Besides, by the weak convergence, it’s easy to see that

lim inf
"!0

+

Z

Rd

|⇢"g|2 dx �
Z

Rd

|⇢0g|2 dx, lim inf
"!0

+

Z

Rd

|r⇢"g|2 dx �
Z

Rd

|r⇢0g|2 dx (4.3.26)

and

lim inf
"!0

+

Z

Rd

|r»⇢"g + "|2 dx �
Z

R
|r»⇢0g|2 dx. (4.3.27)
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Thus E(⇢0g)  E"(⇢"g)  E(⇢g). But, by definition, ⇢g is the ground state of E(·),
which means E(⇢0g) � E(⇢g). Therefore, E(⇢0g) = E(⇢g) = lim"!0

+ E"(⇢"g) and

⇢g = ⇢0g by the uniqueness of the minimizer. What’s more, all the inequalities in

the proof become equalities, which implies all weak convergence proved is actually

strong convergence.

Note that the above proof is true for arbitrary sequence of "! 0+. Thus we get

the conclusion.

We’re interested in the convergence rate of the ground state. In fact, the conver-

gence rate is related to the order of convergence of the corresponding energy. The

result can be formulated in the following theorem.

Theorem 4.3.3. For ⇢g and ⇢"g defined in (4.3.3) and (4.3.4) with � � 0 and � > 0,

we have

�k⇢g � ⇢"gk2 + �kr(⇢g � ⇢"g)k2  2(E(⇢g)� E"(⇢"g)). (4.3.28)

Proof. The proof follows from a direct computation. But we need to show the

following lemma first which is essential in the proof of the Theorem 4.3.3.

Lemma 4.3.2.

R(⇢g, ⇢
"
g) �

Z

Rd

"

�r⇢
"
g ·r(⇢g � ⇢"g)
4(⇢"g + ")

+
|r⇢"g|2(⇢g � ⇢"g)

8(⇢"g + ")2

#

dx, (4.3.29)

where R(⇢g, ⇢"g) is defined as

R(⇢g, ⇢
"
g) =

Z

Rd

î
V (x)(⇢g � ⇢"g) + �⇢"g(⇢g � ⇢"g) + �r⇢"g ·r(⇢g � ⇢"g)

ó
dx. (4.3.30)

Proof of Lemma 4.3.2. Define f(t) = E"(⇢"g + t(⇢g � ⇢"g)). It’s easy to check that

⇢"g + t(⇢g � ⇢"g) satisfies the constraints k⇢k1 = 1, ⇢ � 0 for t 2 [0, 1]. Therefore, f(t)

takes its minimum value at t = 0 because ⇢"g minimizes E"(⇢) among all ⇢ satisfying

the constraint k⇢k
1

= 1, ⇢ � 0, which indicates f 0(0) � 0. A direct computation will

lead to the inequality (4.3.29). The details of the computation are omitted here for

simplicity.
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Now we can prove the Theorem 4.3.3. A direct computation implies that

E(⇢g)� E"(⇢"g)

=
Z

Rd

ñ
1

2
|rp⇢g|2 � 1

2
|r»⇢"g + "|2

ô
dx+R(⇢g, ⇢

"
g) +

�

2
k⇢g � ⇢"gk2 +

�

2
kr(⇢g � ⇢"g)k2

�
Z

Rd

"
1

2
|rp⇢g|2 � 1

2
|r»⇢"g + "|2 � r⇢

"
g ·r(⇢g � ⇢"g)
4(⇢"g + ")

+
|r⇢"g|2(⇢g � ⇢"g)

8(⇢"g + ")2

#

dx

+
�

2
k⇢g � ⇢"gk2 +

�

2
kr(⇢g � ⇢"g)k2

=
Z

Rd

" |r⇢g|2
8⇢g

� r⇢
"
g ·r⇢g

4(⇢"g + ")
+

|r⇢"g|2(⇢g + ")

8(⇢"g + ")2

#

dx+
�

2
k⇢g � ⇢"gk2 +

�

2
kr(⇢g � ⇢"g)k2

�
Z

Rd

" |r⇢g||r⇢"g|
4(⇢"g + ")

� r⇢
"
g ·r⇢g

4(⇢"g + ")

#

dx+
�

2
k⇢g � ⇢"gk2 +

�

2
kr(⇢g � ⇢"g)k2

� �

2
k⇢g � ⇢"gk2 +

�

2
kr(⇢g � ⇢"g)k2, (4.3.31)

where Lemma 4.3.2 is applied in the first inequality.

Next we aim to study the convergence of the ground state of the discrete regular-

ized energy, i.e. ⇢h,"g , as h! 0+. Only the 1D case is considered here for simplicity.

Extension to 2D and 3D is similar. First, the following lemma, which will used later

in the study of the convergence, can be observed.

Lemma 4.3.3. For any nonnegative vectors f, g 2 RN�1 and matrix A (4.2.4), we

have fTAf � (f 2/g)TAg.

Proof. The matrix A (4.2.4) can be decomposed as A = 1

h2 I + B, where I is the

identity matrix and B is a symmetric matrix with Bi,j  0 and Bi,i = 0. Then

fTAf � (f 2/g)TAg = fTBf � (f 2/g)TBg =
X

i,j

[fiBi,jfj � f 2

i /giBi,jgj]

=
X

i 6=j

Bi,j(fifj � 1

2
f 2

i gj/gi �
1

2
f 2

j gi/gj) � 0

Then we have the following theorem, which tells us that the disctere l
2

and h
1

norm can be bounded by the di↵erence of the energy if � > 0 and � > 0.
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Theorem 4.3.4. For the ground states ⇢h,"g = (⇢h,"g,1, ⇢
h,"
g,2, . . . , ⇢

h,"
g,N�1

)T 2 RN�1

(4.3.10) and an arbitrary density vector ⇢h = (⇢h
1

, ⇢h
2

, . . . , ⇢hN�1

)T 2 RN�1 satisfy-

ing ⇢h � 0, ⇢
0

= ⇢N = 0 and k⇢hkh1 = 1, we have

h
N�1X

j=0

ñ
�

2
|⇢h,"g,j � ⇢hj |2 +

�

2

����
+

⇢hj � �+⇢h,"g,j

���
2

ô
 EFD

h," (⇢
h)� EFD

h," (⇢
h,"
g ). (4.3.32)

Proof. For simplicity, we rewrite the discrete energy (4.3.7) by using the matrix

(4.2.4). Noticing that

N�1X

j=0

|fj+1

� fj
h

|2 = 2fTAf, (4.3.33)

for aritrary f = (f
1

, f
2

, . . . , fN�1

)T with f
0

= fN = 0, we have

EFD

h," (⇢) = h
N�1X

j=0

ñ
1

2
|
p
⇢j+1

+ "�p⇢j + "

h
|2 + Vj⇢j +

�

2
⇢2j +

�

2
|⇢j+1

� ⇢j
h

|2
ô

= h
N�1X

j=0

ñ
Vj⇢j +

�

2
⇢2j

ô
+ hgTAg + h�⇢TA⇢,

where g =
p
⇢+ "�p".

Define f(t) = EFD

h," (⇢
h,"
g + t(⇢h � ⇢h,"g )), then we have f 0(0) � 0. A direct compu-

tation implies the following the inequality

h(V +�⇢h,"g +2�A⇢h,"g )T (⇢h�⇢h,"g )+h
Åq

⇢h,"g + "�p"
ãT

A
⇢h � ⇢h,"g»
⇢h,"g + "�p"

� 0.

(4.3.34)
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Now we compute the di↵erence of the energies:

EFD

h," (⇢
h)� EFD

h," (⇢
h,"
g ) = f(1)� f(0)

= h(V +
�

2
(⇢h + ⇢h,"g ) + �A(⇢h + ⇢h,"g ))T (⇢h � ⇢h,"g )

+ h(
»
⇢h + "�p")TA(

»
⇢h + "�p")� h(

q
⇢h,"g + "�p")TA(

q
⇢h,"g + "�p"),

= h(V + �⇢h,"g + 2�A⇢h,"g )T (⇢h � ⇢h,"g ) +
�

2
k⇢h � ⇢h,"g k2 + h�(⇢h � ⇢h,"g )TA(⇢h � ⇢h,"g )

+ h(
»
⇢h + "�p")TA(

»
⇢h + "�p")� h(

q
⇢h,"g + "�p")TA(

q
⇢h,"g + "�p"),

� �h(
q
⇢h,"g + "�p")TA ⇢h � ⇢h,"g»

⇢h,"g + "�p"
+

�

2
k⇢h � ⇢h,"g k2 + h�(⇢h � ⇢h,"g )TA(⇢h � ⇢h,"g )

+ h(
»
⇢h + "�p")TA(

»
⇢h + "�p")� h(

q
⇢h,"g + "�p")TA(

q
⇢h,"g + "�p"),

= �h(
q
⇢h,"g + "�p")TA(

p
⇢h + "�p")2»
⇢h,"g + "�p"

+
�

2
k⇢h � ⇢h,"g k2 + h�(⇢h � ⇢h,"g )TA(⇢h � ⇢h,"g )

+ h(
»
⇢h + "�p")TA(

»
⇢h + "�p"),

� �

2
k⇢h � ⇢h,"g k2 + h�(⇢h � ⇢h,"g )TA(⇢h � ⇢h,"g )

=
�

2
k⇢h � ⇢h,"g k2 +

�

2
k�

+

⇢h � �
+

⇢h,"g k2,

where we applies Lemma 4.3.3 in the last inequality by letting f =
p
⇢h + " � p" and

g =
»
⇢h,"g + "�p".

Based on Theorem 4.3.4, we can study the discrete l
2

and h
1

error estimates.

For simplicity, we use the notation ⇢̃"g to be the interpolation of the ground state ⇢"g

(4.3.4) on the grid points, i.e.

⇢̃"g = (⇢"g(x1

), ⇢"g(x2

), . . . , ⇢"g(xN�1

))T . (4.3.35)

Then we have the following results considering the limit h! 0+.

Theorem 4.3.5. Fix " and denote the error to be e" = ⇢̃"g�⇢h,"g . If � > 0 and � > 0

and |⇢"g|H2 is bounded, then we have

|e"|H1 := k�
+

e"kl2 = O(h), ke"kl2 = O(h2). (4.3.36)

Proof. Since ⇢̃"g is the interpolation of the ground states on the grid points, it’s easy

to check that E"(⇢"g) = EFD

h," (⇢̃
"
g)+O(h2). Besides, if we consider the piecewise linear
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function ⇢̃h,"g in the domain such that ⇢̃h,"g (xj) = ⇢h,"g,j , i.e. ⇢̃
h,"
g is the piecewise linear

interpolation of ⇢"g, a similar procedure implies that E"(⇢̃h,"g ) = EFD

h," (⇢
h,"
g ) + O(h2).

Then recalling Theorem 4.3.4, we have

�

2
ke"k2l2 +

�

2
k�

+

e"k2l2  EFD

h," (⇢̃
"
g)� EFD

h," (⇢
h,"
g )

= E"(⇢"g)� E"(⇢̃h,"g ) +O(h2)

 O(h2).

The fact that E"(⇢"g)  E"(⇢h,"g ) is applied in the last step. Therefore, if we assume

� > 0 and � > 0, we can get |e"|H1 < C(")h, which will further implies ke"kL2 <

C(")h2 by Bramble-Hilbert lemma and a standard scaling argument.

Remark 4.3.3. The above theorem is only true for a fixed ". It’s not clear yet

whether there is a uniform bound for C(") with respect to ".

In the last part of this subsection, we study the convergence of ⇢h,"g as " ! 0+.

Obviously for � > 0 and � > 0, EFD

h," is bounded from below and convex. Therefore

⇢hg exists and is unique. In this case, we can show the convergence of ⇢h,"g to ⇢hg as

"! 0+.

Theorem 4.3.6. If � > 0 and � > 0, then ⇢hg exists and is unique and we have

⇢h,0g = lim
"!0

+
⇢h,"g = ⇢hg . (4.3.37)

Proof. Existence and uniqueness are obvious. Only (4.3.37) is proven here. Because

of the boundedness and compactness of the feasible set S (4.3.17), for any sequence

"n ! 0, there exists a subsequence "n
k

such that ⇢
h,"

n

k

g ! ⇢̃ for some ⇢̃ 2 S. A term

by term convergence implies that EFD

h,"
n

k

(⇢
h,"

n

k

g )! EFD

h,0 (⇢̃).

On the other hand, for any ", we have EFD

h," (⇢
h,"
g )  EFD

h," (⇢
h
g)  EFD

h,0 (⇢
h
g), which

indicates that EFD

h,0 (⇢̃)  EFD

h,0 (⇢
h
g). Therefore, we must have ⇢̃ = ⇢hg due to the

uniqueness of the minimizer of EFD

h,0 . Noticing that the above argument is true for

any sequence "n ! 0, we get the conclusion.
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4.3.4 Fast iterative shrinkage-thresholding algorithm

In this section, we will describe explicitly the algorithm and introduce briefly the

method used for solving (4.3.10), which is the key step in updating. The stopping

criteria in Algorithm 2 and Algorithm 3 can be chosen as k⇢(n,m) � ⇢(n,m�1)k1 < ⌘
0

for a given 0 < ⌘
0

⌧ 1.

Algorithm 2 Main procedure
1: Set n = 1, � � 0 and � � 0.

2: Set a sequence {"k} � 0 satisfying limk!1 "k = 0. Set " = "
1

.

3: INITIALIZATION: construct ⇢(1,0) which is suitable for given �, �.

4: while " not small enough do . Stop at a small "

5: m 0

6: while stopping conditions are not met do . Stop when converge

7: m m+ 1

8: UPDATE: solve (4.3.10) update ⇢(n,m) from ⇢(n,m�1)

9: end while

10: " "n+1

and ⇢(n+1,0)  ⇢(n,m)

11: n n+ 1

12: end while

For the updating from ⇢(n,m�1) to ⇢(n,m), the Fast Iterative Shrinkage-Thresholding

Algorithm (FISTA) proposed by Amir Beck and Marc Teboulle [35], which is a gra-

dient based method generalized from [89], can be applied. FISTA, a kind of the

accelerated proximal gradient (APG) method, has been widely used since proposed

due to its simplicity and fast convergence. We will introduce briefly FISTA here for

self-consistency. Consider the problem

⇢h,"g = argmin
⇢2�

Eh,"(⇢), (4.3.38)

where Eh," can be EFD

h," or discrete energy via other spatial discretization,

� = {⇢ 2 RN+1 : k⇢kh1 = 1, ⇢ � 0, ⇢
0

= ⇢N = 0} (4.3.39)
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is the feasible set. Denote ⇢(k) to be the solution after k-th step from the given

initial value ⇢(0). It can be proved that Eh,"(⇢(k)) � Eh,"(⇢h,"g ) = O(1/k2), i.e. we

will have a convergence rate O(1/k2) [35, 89].

FISTA originates from the projected gradient method, which combines a proxi-

mal step with a gradient step. Instead of considering the problem (4.3.38) directly,

we study the following equivalent problem,

⇢h,"g = argmin
⇢2RN+1

Eh,"(⇢) + I
�

(⇢), (4.3.40)

where I
�

is the indicator function defined as

I
�

(⇢) =

8
><

>:

0, if ⇢ 2 �,

1, otherwise.
(4.3.41)

Notice that by rewriting the problem (4.3.38) as (4.3.40), we get a nonsmooth op-

timization problem with no constraints. The objective function can be viewed as

a combination of a convex function that is continuously di↵erentiable with Lips-

chitz continuous gradient and another convex extended-valued function which is

possibly nonsmooth. Then the popular ISTA method can be applied as proposed

in [35, 46, 56, 62, 109] and so on. FISTA is quite similar to ISTA, but unlike ISTA

which uses data in the current step only, FISTA uses a very special linear combina-

tion of the current data and the data in the previous step. Surprisingly, this trick

enables us to improve the convergence rate from sublinear to O(1/k2).

For simplicity, we introduce the following notations. For given L > 0, denote

the quadratic approximation of Eh,"(⇢) + I
�

(⇢) at a given point ⇢ = y as

QL(x, y) := Eh,"(y)+ < x� y,rEh,"(y) > +
L

2
kx� yk

2

+ I
�

(x), (4.3.42)

which admits a unique minimizer

pL(y) := argmin{QL(x, y) : x 2 RN+1}. (4.3.43)
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Simple algebra implies that (ignoring constant terms in y)

pL(y) = argmin
x2RN+1

®
I
�

(x) +
L

2
kx�

Ç
y � 1

L
rEh,"(y)

å
k2
´
, (4.3.44)

= argmin
x2�

kx�
Ç
y � 1

L
rEh,"(y)

å
k2. (4.3.45)

Obviously for our problem, to compute pL(y) is equivalent to find the projection of

y � 1

L
rEh,"(y) onto the feasible set � (4.3.39). Due to the special structure of �,

which is a simplex, we may apply e�cient existing routines for this step [73,75,83].

Finally, the update step in Algorithm 2 where FISTA is applied is summarized as

Algorithm 3.

Algorithm 3 Update with backtracking

1: Given the current solution ⇢(0) and ".

2: Set k = 1, L
0

> 0, ⌘ > 1, y
1

= ⇢(0) and t
1

= 1.

3: Set L̄ = L
0

, ⇢̃ = P
¯L(yk).

4: while stopping conditions are not met or k = 0 do

5: while Eh,"(⇢̃) > Q
¯L(⇢̃, yk) do

6: L̄ ⌘L̄

7: ⇢̃ P
¯L(yk)

8: end while

9: ⇢(k)  ⇢̃, tk+1

 1+

p
1+4t2

k

2

10: Lk  L̄, yk+1

 ⇢̃+
⇣
t
k

�1

t
k+1

⌘
(⇢̃� ⇢(k�1))

11: k  k + 1

12: end while

4.3.5 Accuracy test

In this section, we perform numerical tests to check the accuracy of our methods

proposed in Section 4.3.

Firstly, the impact of the mesh size h will be tested. We fix " = 0.1. The setup

of the numerical is chosen to be the one in Example 4.1.1, and the ‘exact’ solution is
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Error h = 1/8 h/2 h/22 h/23 h/24

|E"(⇢",FDg,h )� E"(⇢"g)| 1.34E-5 2.85E-6 5.86E-7 1.33E-7 3.28E-8

rate - 2.23 2.28 2.14 2.02

k⇢",FDg,h � ⇢"gkl2 8.51E-5 1.92E-5 3.13E-6 9.70E-7 2.40E-7

rate - 2.15 2.62 1.69 2.02

k⇢",FDg,h � ⇢"gkh1 2.09E-3 1.16E-3 6.52E-4 3.39E-4 1.66E-4

rate - 0.85 0.83 0.94 1.03

k⇢",FDg,h � ⇢"gk1 2.15E-4 6.25E-5 2.28E-5 6.01E-6 1.40E-6

rate - 1.78 1.45 1.92 2.10

Table 4.7: Spatial resolution of the ground state for Case I in Example 4.1.1.

chosen to be the one computed by Algorithm 2 using the discretized energy (4.3.7)

with a su�ciently small mesh size h = 1/1024. We denote the numerical ground

state using the energy (4.3.7) to be ⇢",FDg,h , then Table 4.7 listed the errors for Case I

and Table 4.8 listed the errors for Case II. From Table 4.7 and Table 4.8, we can see

that the the numerical ground state computed using (4.3.7) is second order accurate

in L
2

norm.

It’s remarkable that the numerical test for Case II implies the convergence order

proposed in Theorem 4.3.5 is true. Note that the results in Theorem 4.3.5 is valid

only for � � 0 and � > 0. For � > 0 with � = 0, a similar procedure only guarantee

the first order accuracy in L
2

norm and there will be no results for the accuracy in

H
1

norm. However, the numerical test for Case I shows that, though not perfect,

we still have roughly second order accuracy in L
2

norm and first order accuracy in

H
1

norm.

Next, we study the convergence as " ! 0+. In this case, for each fixed " > 0,

a su�ciently small mesh size is chosen to avoid the spatial discretization error. In

practice, the finite di↵erence method (4.3.7) with a su�ciently small mesh size is

used to guarantee the spatial error negligible. A small " usually requires fine mesh

as numerically tested. The exact solution for " = 0 is chosen to be the one computed
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Error h = 1/8 h/2 h/22 h/23 h/24

|E"(⇢",FDg,h )� E"(⇢"g)| 6.21E-4 1.60E-4 3.97E-5 9.91E-6 2.45E-6

rate - 1.96 2.01 2.00 2.02

k⇢",FDg,h � ⇢"gkl2 8.19E-5 2.04E-5 4.88E-6 9.81E-7 2.42E-7

rate - 2.00 2.06 2.31 2.02

k⇢",FDg,h � ⇢"gkh1 3.54E-3 1.77E-3 8.85E-4 4.42E-4 2.20E-4

rate - 1.00 1.00 1.00 1.01

k⇢",FDg,h � ⇢"gk1 9.77E-5 3.12E-5 8.17E-6 1.92E-6 4.01E-7

rate - 1.65 1.94 2.09 2.26

Table 4.8: Spatial resolution of the ground state for Case II in Example 4.1.1.

with a su�ciently small " and a su�ciently small mesh size h depending on ". Table

4.9 and Table 4.10 list the results of convergence as "! 0+. As seen from the table,

we will have the order of convergence approaching 1 as " ! 0+ though the exact

order is not quite clear.

4.4 Numerical results

In this section, we’ll apply the methods proposed before for 1D and 2D problems.

We will perform numerical experiments to show that our methods does work for

general problems. Since all the three methods will lead to similar numerical results,

we will not state explicitly which method is used for computing the ground state for

the rest of this section and will mainly focus on the e↵ects of the parameters �, �

and the phenomenons we get.

The e↵ect of the HOI term for the 1D case under a box or a harmonic potential

is shown in Fig. 4.2. As shown in Fig. 4.2, the increase of � will drive the two sides

of the ground state solution away from center.

For 2D problems, we first compute the ground states of the MGPE (2.4.1) under

a box potential (2.4.3). To be more specific, we consider the MGPE in ⌦ = (0, 1)⇥
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Error " = 1

40

"/22 "/24 "/26 "/28 "/210

|E"(⇢"g)� E(⇢g)| 1.29E-2 8.15E-3 4.14E-3 1.76E-3 6.64E-4 2.30E-4

rate - 0.33 0.49 0.62 0.70 0.76

|E(⇢"g)� E(⇢g)| 6.56E-3 3.71E-3 1.41E-3 5.20E-4 1.52E-4 4.56E-5

rate - 0.41 0.70 0.72 0.89 0.87

k⇢"g � ⇢gkl2 1.09E-3 6.68E-4 3.03E-4 1.06E-4 3.19E-5 8.47E-6

rate - 0.35 0.57 0.75 0.87 0.96

k⇢"g � ⇢gkh1 4.59E-3 2.64E-3 1.13E-3 3.77E-4 1.07E-4 2.76E-5

rate - 0.40 0.62 0.79 0.90 0.98

k⇢"g � ⇢gk1 1.23E-3 7.02E-4 2.98E-4 1.02E-4 3.06E-5 8.44E-6

rate - 0.41 0.62 0.77 0.87 0.92

Table 4.9: Convergence test for Case I in Example 4.1.1 as "! 0+.

Error " = 1

80

"/2 "/22 "/23 "/24 "/25

|E"(⇢"g)� E(⇢g)| 1.88E-2 1.36E-2 9.46E-3 6.30E-3 4.05E-3 2.52E-3

rate - 0.47 0.53 0.59 0.64 0.69

|E(⇢"g)� E(⇢g)| 3.71E-3 3.08E-3 2.37E-3 1.64E-3 1.04E-3 6.12E-4

rate - 0.27 0.38 0.54 0.65 0.77

k⇢"g � ⇢gkl2 7.75E-4 5.82E-4 4.20E-4 2.91E-4 1.98E-4 1.38E-4

rate - 0.41 0.47 0.53 0.55 0.53

k⇢"g � ⇢gkh1 2.26E-3 1.83E-3 1.37E-3 9.46E-4 5.97E-4 3.54E-4

rate - 0.30 0.41 0.54 0.66 0.75

k⇢"g � ⇢gk1 7.76E-4 6.13E-4 4.52E-4 3.10E-4 1.98E-4 1.18E-4

rate - 0.34 0.44 0.54 0.65 0.75

Table 4.10: Convergence test for Case II in Example 4.1.1 as "! 0+.
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Figure 4.2: Graph for ground states �g(x) under the box potential in (0, 1) (top) or

the harmonic potential V (x) = x2/2 (bottom).

(0, 1) with V (x, y) = 0 where (x, y) 2 ⌦ and �|@⌦ = 0. We will test for di↵erent

pairs of � � 0 and � � 0. The initial values are properly chosen according to the

values of � and �, where the complete guidance can be found in Section 3.4. Fig.

4.3 shows the numerical results of ground states with box potential with di↵erent

�’s and �’s.

Next, we will compute the ground states of the MGPE (2.4.1) under the harmonic

potential V (x, y) = (x2 + 4y2)/2, and the computational domain is chosen as ⌦ =

(�6, 6) ⇥ (�6, 6). Again, di↵erent pairs of � � 0 and � � 0 will be tested and the

initial values will be properly chosen according to the values of � and � according

to the results in Section 3.3. Fig. 4.4 shows the numerical results of ground states

with harmonic potential with di↵erent �’s and �’s.

Finally, we will consider the ground states under a harmonic potential combined

with an optical potential, i.e. V (x, y) = (x2 + y2)/2 + 20(sin(⇡x/4)2 + sin(⇡y/4)2),

and choose the computational domain to be ⌦ = (�6, 6) ⇥ (�6, 6). For tests with
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Figure 4.3: Graph for ground states �g(x) with � = 0, 5, 100 (from top to bottom)

and � = 0, 5, 20 (from left to right) under the box potential in (0, 1)⇥ (0, 1).
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Figure 4.4: Graph for ground states �g(x) with � = 0, 5, 20 (from top to bottom) and

� = 0, 5, 20 (from left to right) under the harmonic potential V (x, y) = (x2+4y2)/2.
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a general external potential, we may just choose the initial data to be of Gaussian

type. Fig. 4.5 shows the numerical results of ground states with this new potential

with di↵erent �’s and �’s.
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Figure 4.5: Graph for ground states �g(x) with � = 5, 10, 20 (from top to bottom)

and � = 1, 5, 20 (from left to right) under the potential V (x, y) = (x2 + y2)/2 +

20(sin(⇡x/4)2 + sin(⇡y/4)2).

It can be seen from Fig. 4.3, Fig. 4.4 and Fig. 4.5 that both the increase of �

and � will lead to stronger repulsive interaction and the solution will become more

flat.



Chapter 5
Dynamics and its Computation

In this chapter, we investigate the dynamics of BEC with HOI governed by

the MGPE (2.4.1). In particular, we would like to see how the � term a↵ects the

dynamics. It is worth pointing out that the local well-posedness of the MGPE (2.4.1)

with the initial data

 (x, 0) =  
0

(x), x 2 Rd, (5.0.1)

has been established [87,94]. Accordingly, we will assume the MGPE (2.4.1) admits

a smooth solution  (x, t) in the subsequent discussion.

5.1 Dynamical properties

In this part, we will show the behavior of important quantities, namely the mass,

energy, momentum, the center of mass and angular momentum expectation, that

measure the dynamical properties of the MGPE.

First, let’s consider the mass (L2-norm) (2.4.5) and the energy (2.4.6).

Lemma 5.1.1. Assume  (x, t) is the solution of (2.4.1) with E( (x, 0)) <1 and

lim|x|!1 V (x) =1, then we have

N(t) := k (·, t)k2
2

⌘ N(0) = 1, t � 0, (5.1.1)

108
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and

E( (x, t)) ⌘ E( (x, 0)), (5.1.2)

i.e. the mass and energy of the BEC with HOI will be preserved.

Proof. The confining condition of the external potential V (x) implies that lim|x|!1  (x, t)!
0. For simplicity, define

H = �1

2
� + V  + �| |2 � ��(| |2) , (5.1.3)

and then the MGPE (2.4.1) is equivalent of i@t = H . For the mass, we have

Ṅ(t) =
Z

Rd

î
 t ̄ +   ̄t

ó
dx =

Z

Rd

î�i(H ) ̄ + i(H ̄) 
ó
dx

=
i

2

Z

Rd

î
 ̄� �  � ̄ó dx = 0.

For the energy, multiplying  ̄t on both sides of the MGPE (2.4.1) and doing inte-

gration, we will get

i
Z

Rd

|@t |2 dx =
Z

Rd

ñ
1

2
r r ̄t + V (x)  ̄t + �| |2  ̄t � ��(| |2)  ̄t

ô
dx. (5.1.4)

Taking the complex conjugate of (5.1.4) on both sides will lead to

�i
Z

Rd

|@t |2 dx =
Z

Rd

ñ
1

2
r ̄r t + V (x) ̄ t + �| |2 ̄ t � ��(| |2) ̄ t

ô
dx. (5.1.5)

Combing (5.1.4) and (5.1.5) together, we will get

0 = @t

Z

Rd

ñ
1

2
|r |2 + V (x)| |2 + �

2
| |4 + �

2
|r(| |2)|2

ô
dx = Ė(t), (5.1.6)

which is true for all t � 0 and thus we proved E(t) ⌘ E(0).

Next, consider the momentum defined as

P(t) =
Z

Rd

Im( ̄(x, t)r (x, t)) dx, t � 0, (5.1.7)

where Im(f) and f̄ denote the imaginary part and complex conjugate of f , respec-

tively. Then we have the following result.
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Lemma 5.1.2. Assume  (x, t) is a su�ciently smooth solution of (2.4.1) with

(5.0.1) and |rV (x)|  C(V (x) + 1) for x 2 Rd, then we have

Ṗ(t) = �
Z

Rd

| (x, t)|2rV (x) dx, t � 0. (5.1.8)

In particular, the momentum is conserved if V (x) ⌘ C
0

with C
0

a constant.

Proof. The proof is a slight generalization of the one shown in [14, 33]. To be more

specific, di↵erentiating (5.1.7) with respect to t, recalling (2.4.1) and integrating by

parts using the result that  decays to 0 exponentially as |x|!1, we have

Ṗ(t) = �i
Z

Rd

î
 ̄tr �  tr ̄

ó
dx =

Z

Rd

î
(�i ̄t)r + i tr ̄

ó
dx

=
Z

Rd

ñ
(�1

2
r2 ̄ + V (x) ̄ + �| |2 ̄ � �r2| |2 ̄)r + c.c.

ô
dx,

where c.c. denotes the complex conjugate of the first part in the integral. A simple

computation implies that

Z

Rd

î��r2| |2 ̄r � �r2| |2 r ̄ó dx =
�

2

Z

Rd

r(|r| |2|2)dx = 0,

while the integral of the remained terms is shown in [14] to be

Z

Rd

ñ
(�1

2
r2 ̄ + V (x) ̄ + �| |2 ̄)r + c.c.

ô
dx = �

Z

Rd

| (x, t)|2rV (x) dx,

and thus we complete the proof.

The center of mass is another important quantity to describe the dynamics and

is defined as

xc(t) =
Z

Rd

x| (x, t)|2dx, t � 0, (5.1.9)

and we can get the following lemma describing the motion of xc,

Lemma 5.1.3. Assume  (x, t) is a su�ciently smooth solution of (2.4.1) with

(5.0.1), then we have

ẋc(t) =
i

2

Z

Rd

î
 r ̄ �  ̄r ó dx, ẍc(t) = �

Z

Rd

| (x, t)|2rV (x)dx. (5.1.10)
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Proof. Analogous to calculation in Lemma 5.1.2, we get

ẋc(t) =
i

2

Z

Rd

î
 r ̄ �  ̄r ó dx = P(t),

and then ẍc(t) follows the result in Lemma 5.1.2.

Next, we consider the angular momentum expectation defined as

hLzi =
Z

Rd

 ̄Lz dx = i
Z

Rd

 ̄(y@x � x@y) dx, (5.1.11)

and we have the following lemma on the dynamical law of the angular momentum

expectation with a harmonic potential.

Lemma 5.1.4. Assume  (x, t) is a su�ciently smooth solution of (2.4.1) with

(5.0.1) and d � 2 and V (x) is a harmonic potential (2.4.2), then we have

d hLzi
dt

=
Z

Rd

(�2x � �2y)xy| (x, t)|2dx, t � 0. (5.1.12)

Consequently, the angular momentum expectation is conserved if �x = �y.

Proof. The proof is a generalization of the proof for � = 0 case shown in [14,19,33].

For simplicity, we consider the case d = 2. The case d = 3 can be derived in a

similar way. Di↵erentiate hLzi with respect to t, we get

d hLzi
dt

= i
Z

Rd

î
 ̄t(y@x � x@y) +  ̄(y@x � x@y) t

ó
dx

=
Z

Rd

ñÇ
�1

2
r2 ̄ + V (x) ̄ + �| |2 ̄ � �r2| |2 ̄

å
(x@y � y@x ) + c.c.

ô
dx.

From results in [14, 19, 33], for the part without �, we have

Z

Rd

ñÇ
�1

2
r2 ̄ + V (x) ̄ + �| |2 ̄

å
(x@y � y@x ) + c.c.

ô
dx

=
Z

Rd

(�2x � �2y)xy| |2dx.
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For the remained term, i.e. terms containing �, we have

Z

Rd

î��r2| |2 ̄(x@y � y@x )� �r2| |2 (x@y ̄ � y@x ̄)
ó
dx

= �
Z

Rd

r| |2 ·r(x@y| |2 � y@x| |2) dx

= �
Z

Rd

2

64
1

2
@y(x|r| |2|2)� 1

2
@x(y|r| |2|2) +r| |2 ·

Ö
@y| |2

�@x| |2

è3
75 dx

= 0.

The conclusion follows directly from the above results.

Comparing with � = 0 case [14, 33], we find the � term does not a↵ect the dy-

namical laws of momentum, center-of-mass and the angular momentum expectation.

But the fact that the dynamical laws is una↵ected does not mean that the dynamics

of the quantities is una↵ected since the wave function  depends on the value of �.

5.2 An analytical solution under a harmonic po-

tential

In this section, we construct an exact solution of the MGPE (2.4.1) with the

external potential to be the harmonic potential (2.4.2) and the initial data to be a

stationary state with its center shifted. This kind of analytical solution is useful in

practice, especially for the validation of numerical schemes. To be more specific, let

�s(x) be a stationary state of the MGPE (2.4.1) with chemical potential µs, i.e.

µs�s(x) = �1

2
r2�s + V (x)�s + �|�s|2�s � �r2|�s|2�s, k�sk = 1. (5.2.1)

Then we have the following lemma.

Lemma 5.2.1. Suppose V (x) is given by (2.4.2) and the initial data (5.0.1) is

chosen as

 
0

(x) = �s(x� x
0

)ei(k0·x+!0), x 2 Rd, (5.2.2)
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where x
0

2 Rd, k
0

2 Rd and !
0

2 R are given. Then the solution of (2.4.1) with

(5.2.2) can be expressed as

 (x, t) = �s(x� xc(t))e
�iµ

s

tei(k(t)·x+!(t)), x 2 Rd, t � 0, (5.2.3)

where xc(t) satisfies the second order ODE

ẍc(t) + Axc(t) = 0, t > 0, (5.2.4)

with the initial data

xc(0) = x
0

, ẋc(0) = k
0

, (5.2.5)

and A is a d ⇥ d matrix defined as A = (�2x) when d = 1, A = diag(�2x, �
2

y) when

d = 2 and A = diag(�2x, �
2

y , �
2

z ) when d = 3. The equations governing k(t) and !(t)

can also be derived as

k̇(t) = �Axc(t), !̇(t) = � |k|2
2
� 1

2
xT
c Axc, t > 0, (5.2.6)

respectively, with the initial data

k(0) = k
0

, !(0) = !
0

. (5.2.7)

Proof. An analogous reasoning for � = 0 case in [14,19,33] is applied here. Di↵eren-

tiating (5.2.3) with respect to t and x respectively, plugging in the MGPE (2.4.1),

changing the variable x�xc(t)! x, and using the fact that �s is a stationary state,

we get

� i@txc ·r�s(x)� (@tk · x+ @t!(t))�s(x)

= �ik ·r�s(x) +
|k|2
2
�s + (V (x+ xc)� V (x))�s(x).

We can see that the � term does not introduce new terms in this procedure compared

to the traditional GPE, i.e. � = 0 case [14,19,33]. As a result, we will get the same

result. The details are omitted here for brevity.
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5.3 Finite time blow-up

By the local well-posedness [87, 94], we expect a local smooth solution of the

MGPE (2.4.1) for smooth initial data. Below, we show a criteria when a smooth

solution of (2.4.1) develops finite time singularity. We will need the following lemma

on the time evolution of the variance defined as

�↵(t) =
Z

Rd

↵2| (x, t)|2dx, t � 0, (5.3.1)

with ↵ being either x, y or z. We have the following lemma regarding the dynamic

of the quantity.

Lemma 5.3.1. Assume  (x, t) is a su�ciently smooth solution of (2.4.1) with

(5.0.1), then we have with ⇢ = | |2

�̇↵(t) = i
Z

Rd

↵( @↵ ̄ �  ̄@↵ )dx, t � 0, (5.3.2)

�̈↵(t) =
Z

Rd

î
2|@↵ |2 + (�⇢� 2↵ @↵V (x))⇢+ 2�|@↵⇢|2 + �|r⇢|2ó dx. (5.3.3)

Proof. Di↵erentiating (5.3.1) with respect to t, applying (2.4.1) and integrating by

parts, we get (5.3.2). (5.3.3) is obtained similarly.

Theorem 5.3.1. Assume V (x) is smooth and satisfies V (x)d + x · rV (x) � 0

for x 2 Rd. For any smooth solution  (x, t) of the MGPE (2.4.1) with (5.0.1), if
R
Rd

|x|2| 
0

|2dx < 1, � < 0 and d = 2, 3, there exists finite time blow-up if one of

the following holds:

(i) E( 
0

) < 0,

(ii) E( 
0

) = 0 and i
R
Rd

î
x · ( 

0

r ̄
0

�  ̄
0

r 
0

)
ó
dx < 0,

(iii) E( 
0

) > 0 and i
R
Rd

î
x · ( 

0

r ̄
0

�  ̄
0

r 
0

)
ó
dx < �2

»
E( 

0

)d kx 
0

k
2

.

Proof. Lemma 5.3.1 shows that for the variance �
x

(t) =
R
Rd

|x|2| (x, t)|2dx, �̇
x

(t) =

i
R
Rd

î
x · ( r ̄ �  ̄r )ó dx and

�̈
x

(t) =
Z

Rd

î
2|r |2 � 2| |2x ·rV (x) + �| |4d+ (d+ 2)�|r| |2|2ó dx

=2E( )d� (d� 2)kr k2 + 2�kr| |2k2 � 2
Z

Rd

| |2(x ·rV (x) + V (x)d)dx

<2E( 
0

)d, t > 0.
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Therefore, we get

�
x

(t)  E( 
0

)t2d+ �̇
x

(0)t+ �
x

(0), t � 0. (5.3.4)

There exists a finite time 0 < T < +1 such that �
x

(T ) < 0 if one of (i), (ii) and

(iii) is satisfied. It means there exists a singularity at or before t = T .

It is interesting to see that for � < 0, there exists smooth  
0

such that E( 
0

) < 0

even if � > 0, while the MGPE (2.4.1) with � > 0 and � = 0 is globally well-

posed [14]. As a consequence, a HOI term with � < 0 will cause the dynamical

instability of the underlying BEC system.

5.4 A time-splitting pseudospectral method

In this section, I will briefly introduce a numerical method which can be used

for computing the dynamics of the MGPE (2.4.1).

5.4.1 The method

The time splitting procedure was originally proposed for di↵erential equations

in [102] and applied to Schrödinger equations in [69,104]. And recently the method

was studied in [85] for a problem which is slightly more general than the MGPE.

Therefore, there are not many things new in this section. Here, we will just apply

the method in [85] for the specific MGPE problem and do some numerical tests.

For self-consistency of the thesis, an introduction of the time splitting method

will be included here. Consider an abstract initial value problem u : [0, T ] ! B,
where B is a Banach space, and the dynamics of u(t) is governed by the following

equation,

du(t)

dt
= (A+B)u(t), u(0) 2 B, (5.4.1)

where A and B are two operators, i.e. the simplest two-step case is considered here.
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Then the solution can be written in the abstract form as

u(t) = et(A+B)u(0). (5.4.2)

We aim to get approximations of the solution at tn = n⌧ , where ⌧ > 0 is the time

step, and denote it as un. The time-splitting approximation of (5.4.2) is usually

given as [102,114]

un+1 = e⌧Ae⌧Bun, Lie-Trotter splitting, (5.4.3)

or

un+1 = e⌧A/2e⌧Be⌧A/2un, Strang splitting. (5.4.4)

It is easy to see that the approximation error of Lie-Trotter splitting is of first

order O(⌧), and the error of Strang splitting is of second order O(⌧ 2) by using

the Taylor expansion. It’s remarkable that the time-splitting method with higher

order accuracy is possible [28,114], but the scheme will be much more complicated.

Therefore, we will choose the Strang splitting for the MGPE problem (2.4.1) due to

its simplicity and relatively high accuracy.

Now we construct a numerical scheme for the MGPE (2.4.1) by using the Strang

splitting method. We may view the MGPE (2.4.1) as a composition of two di↵er-

ential equations,

i@t = �1

2
r2 , (5.4.5)

i@t =
î
V (x) + �| |2 � �r2(| |2)ó . (5.4.6)

Similar to the GPE case [14,85], a simple computation implies that (5.4.6) preserves

the density function ⇢(x, t) = | (x, t)|2 unchanged. Therefore for t 2 [tn, tn+1

], we

can replace | (x, t)| by | (x, tn)|, which will make (5.4.6) to be a linear equation

and thus can be solved exactly and explicitly. Consider the equation from t = tn to

tn+1

, the splitting of the operators is then clear as follows.

i@t� = (A+B) , (5.4.7)
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where A = �1

2

r2 and B = V (x) + �| (x, tn)|2 � �r2(| (x, tn)|2).
In space, we may use the sine pseudospectral method because of the Dirichlet

BC we applied to the MGPE (2.4.1). And then (5.4.5) can be solved in a standard

way and we can write out the time splitting sine pseudospectral scheme (TSSP) in

details. For simplicity, only 1D case is considered here. The extension to 2D and

3D is straightforward and omitted here. Here we choose ⌧ > 0 to be the time step,

a = x
0

< x
1

< · · · < xN = b are the grid points and  n = ( n
1

, n
2

, . . . , n
N�1

)T is

the numerical solution at t = tn with  n
0

=  n
N = 0 and  n

j to be the numerical

approximation of  (xj, tn). The Strang type time splitting scheme from time t = tn

to t = tn+1

can be written as

 (1)

j =
2

N

N�1X

l=1

e�i⌧µ2
l

/4 ̃n
l sin(µl(xj � a)), j = 0, 1, . . . , N (5.4.8)

 (2)

j = e�i(V (x
j

)+�| (1)
j

|2��@s
xx

(| (1)
j

|2))⌧ (1)

j , (5.4.9)

 n+1

j =
2

N

N�1X

l=1

e�i⌧µ2
l

/4 ̃(2)

l sin(µl(xj � a)), (5.4.10)

where µl = l⇡/(b � a) for l = 1, 2, . . . , N � 1,  ̃n
l and  ̃(2)

l are coe�cients of the

discrete sine transform of  n and  (2) respectively, and @sxx is the pseudospectral

di↵erential operator approximating @xx. One can also exchange the order of the two

operators in the TSSP scheme and will get the results that are almost the same.

5.4.2 Numerical results

In this section, we report numerical results of the TSSP. To test the numerical

errors, we consider the problem in Section 5.2, where an exact solution is applicable.

We will test the second order accuracy in time. To set up the problem, we choose

d = 1 and consider the MGPE (2.4.1) with � = 10, � = 1 and the external potential

to be V (x) = x2/2 for x 2 (�16, 16). Then the problem have the unique positive

ground state �s. Take the initial data

 (x, 0) = �s(x� x
0

)ei(k0x+!0), (5.4.11)
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Error h = 1 h/2 h/22 h/23

k⇢h,⌧ (1)� ⇢(1)kl2 1.61E-2 2.43E-4 3.33E-8 <1E-10

k⇢h,⌧ (1)� ⇢(1)k1 1.27E-2 1.69E-4 2.47E-8 <1E-10

Table 5.1: Spatial resolution of the solution at T = 1 with ⌧ =1E-5.

with x
0

= 1, k
0

= 1 and !
0

= 0. Then Lemma 5.2.1 describes the exact solution we

have.

We solve this problem on [�16, 16] with homogenous Dirichlet BCs. Fig. 5.1

depicts the dynamics from t = 0 to 20, and also the dynamics of the mass (2.4.5),

energy (2.4.6), momentum (5.1.7) and center of mass (5.1.9). From Fig. 5.1, we

can easily see the conservation of the mass and energy. Let  (x, t) be the exact

solution, which is obtained via fine mesh and small time step, and  h,⌧ (x, t) be

the numerical solution by TSSP with mesh size h and time step ⌧ . We denote

⇢h,⌧ (x, t) = | h,⌧ (x, t)|2 and ⇢(x, t) = | (x, t)|2.
Firstly, we test the discretization error in space. A su�ciently small time step ⌧ =

0.0000125 is chosen to make the error in time negligible. Table 5.1 lists the numerical

errors k (·, t) �  h,⌧ (·, t)k at t = 1 for various spatial mesh sizes h. Secondly, we

test the discretization error in time. Now we choose mesh size to be as small as

possible while keeping the scheme to be stable at the same time. The numerical

errors k (·, t)�  h,⌧ (·, t)k at t = 1 for di↵erent time steps ⌧ are listed in Table 5.2.

From the table, we can observe that the TSSP method we introduced here is

second order accurate in time and spectral accurate in space. It’s worth mentioning

that the numerical scheme proposed here is far from satisfactory because the scheme

is not stable and can easily blow up. In practice, we can’t choose h too small

and �t too large, which restricts us from getting accurate solutions and increases

computational cost significantly. A study of the stability of the scheme can be

referred to [85].

Now we apply the scheme to compute the dynamics of the density function

starting from  
0

(x) =
Ä
1

⇡

ä 1
4 e�

(x�1)2

2 under the potential V (x) = x2

2

+ 20 sin2

Ä
⇡x
4

ä
.
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Figure 5.1: Dynamics of the density (top) and some quantities (bottom), i.e. the

mass (2.4.5), energy (2.4.6), momentum (5.1.7) and center of mass (5.1.9), starting

from  (x, 0) = �s(x� 1)eix under the harmonic potential V (x) = x2/2 with � = 10

and � = 1. In this case, Ṗ (t) = �xc(t).

Error ⌧ =5E-3 ⌧/2 ⌧/22 ⌧/23

k⇢h,⌧ (1)� ⇢(1)kl2 6.47E-7 1.62E-7 4.05E-8 1.01e-8

rate - 2.00 2.00 2.00

k⇢h,⌧ (1)� ⇢(1)k1 5.50E-7 1.38E-7 3.44E-8 8.59E-9

rate - 2.00 2.00 2.00

Table 5.2: Time discretization error of the solution at T = 1 with h = 1/8.
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We aim to find how the HOI term a↵ects the solution by fixing � = 10 and choosing

� = 0, 0.2, 1, respectively. The numerical results are shown in Fig. 5.2. As shown

in Fig. 5.2, the increase of � will flatten the solution.
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Figure 5.2: Dynamics of the density starting from  (x, 0) = �
0

(x) under the har-

monic potential V (x) = x2/2 + 20 sin2(⇡x/4) with � = 10 and � = 0, 0.2, 1.



Chapter 6
Fundamental Gaps of the GPE

In this Chapter, we consider the fundamental gap of the GPE as stated in section

1.3. The fundamental gap problem originates from the problem of finding a sharp

lower bound to the gap between the first two eigenvalues of a Laplacian operator [37],

and later extended to the Schrödinger operator [100] based on the fundamental work

by Brascamp and Lieb [40, 41] proving log-concavity of the ground state. A so-

called gap conjecture for the Schrödinger operator was formulated in the literature

[7,8,100] as follows. Assuming that U is a bounded convex domain and the potential

V (x) 2 C(U), then

�E(0) = E
1

� Eg � 3⇡2

2D2

U

, with DU := sup
y,z2U

|y � z|. (6.0.1)

Recently, by the use of the gradient flow and geometric analysis and assuming that

V (x) 2 C(U) is convex, Andrews and Clutterbuck proved the gap conjecture [5].

In addition, they showed that if U = Rd and the potential V (x) satisfies D2V (x) �
�2Id for x 2 Rd with � > 0, where Id is the identity matrix in d-dimensions, the

fundamental gap satisfies �E(0) := E
1

� Eg � � [5]. In this chapter, we generalize

the problem to the nonlinear Schrödinger equation and study the impact of the

interaction strength on the fundamental gaps under a fixed external potential.

For the GPE (1.2.5), the ground state has been obtained asymptotically in weakly

and strongly interaction regimes, i.e. 0  � ⌧ 1 and � � 1, respectively, for several

di↵erent trapping potentials [26]. Numerical computations are then performed via

121
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e�cient and accurate numerical methods such as the normalized gradient flow via

backward Euler finite di↵erence/Fourier pseudo-spectral discretization [14, 16–18].

One thing worth noticing is that it is possible that the first excited state for the linear

problem, i.e. when � = 0, is not unique. We call such case to be the degenerate

case. Otherwise, we call it the nondegenerate case. For simplicity, we define the

following eigenspace

W
1

=

®
�
�����

1

2
��+ V (x)� = E

1

�

´
, (6.0.2)

where E
1

is the second smallest eigenvalue of �1

2

�+V (x). We denote the dimension

of W
1

as dim(W
1

). Then the degenerate case is equivalent saying that dim(W
1

) > 1,

and the nondegenerate case corresponds to dim(W
1

) = 1. As turned out later,

whether dim(W
1

) > 1 or not will a↵ect the fundamental gap for the nonlinear

problem significantly, and therefore we shall be careful and discuss the two cases

separately.

6.1 On bounded domains

Consider the time-independent GPE

ñ
�1

2
�+ V (x) + �|�(x)|2

ô
�(x) = µ�(x), x 2 ⌦, �(x)|@⌦ = 0, (6.1.1)

where ⌦ ⇢ Rd (d = 1, 2, 3) is a bounded domain, V (x) is a given weakly convex real

function and the wave function � is normalized via (1.2.6).

6.1.1 Asymptotic results under a box potential

A special problem is studied in this section. Here we take ⌦ =
Qd

j=1

(0, Lj)

satisfying L
1

� L
2

� · · · � Ld > 0 and V (x) ⌘ 0 for x 2 ⌦ in (6.1.1), i.e. we

choose the box potential as the external potential. It is trivial that an equivalent

way to describe the problem is to consider the whole space problem with the external

potential to be the box potential (2.4.3)



6.1 On bounded domains 123

For simplicity, we provide the summarized asymptotic results for the fundamental

gaps here and then show the proof of the statement.

Proposition 6.1.1 (for GPE with a box potential via asymptotic and numerical

methods). When ⌦ =
Qd

j=1

(0, Lj) satisfying L
1

� L
2

� · · · � Ld (d = 1, 2, 3)

and V (x) ⌘ 0 for x 2 ⌦ in (6.1.1), we have the following asymptotics for the

fundamental gaps �E(�) and �µ(�).

(1) If d = 1 or d � 2 with L
1

> L
2

,

�E(�) =

8
><

>:

3⇡2

2L2
1
+ o(�),

4A0
3L1

�
1
2 + A

1

+ o(1),
�µ(�) =

8
><

>:

3⇡2

2L2
1
+ o(�), 0  � ⌧ 1,

2A0
L1
�

1
2 + 6

L2
1
+ o(1), � � 1,

(6.1.2)

where

A
0

=
1

qQd
j=1

Lj

, A
1

=
2

L
1

Ñ
25

9L
1

+
2

9

dX

j=1

1

Lj

é
, A

2

=
⇡2

2

dX

j=1

1

L2

j

. (6.1.3)

(2) If d = 2 or 3 with L
1

= L
2

. When 0 < � ⌧ 1,

�E(�) =
3⇡2

2L2

� 5dA2

0

32
� + o(�), �µ(�) =

3⇡2

2L2

� 5dA2

0

16
� + o(�). (6.1.4)

(3) If d = 2 with L
1

= L
2

. When � � 1, we have

�E(�) =
⇡

2L2

ln(�) +O(1), �µ(�) =
⇡

2L2

ln(�) +O(1). (6.1.5)

Now we show the proof of the statement. As said before, we need to consider

the degenerate and nondegenerate case separately.

(I) Nondegenerate case, i.e. L
1

> L
2

:

In this scenario, when � = 0, all the eigenfunctions can be obtained via the sine

series [25, 26] and dim(W
1

) = 1. Thus the ground state �0

g(x) and the first excited

state �0

1

(x) can be given explicitly as [25, 26] for x 2 ⌦̄

�0

g(x) = 2
d

2A
0

dY

j=1

sin

Ç
⇡xj

Lj

å
, �0

1

(x) = 2
d

2A
0

sin

Ç
2⇡x

1

L
1

å dY

j=2

sin

Ç
⇡xj

Lj

å
. (6.1.6)

Fig. 6.1 indicates how the interaction strength a↵ect the ground state and the first

excited state. Fig. 6.2 shows the energies of the ground state and the excited states

excited in x� or y�direction.
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Figure 6.1: Ground states (left) and first excited states (right) of the GPE in 1D

with a box potential for di↵erent �.
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Figure 6.2: Energy for ��g , �
�
1,x and ��

1,y in 2D with ⌦ = (0, 2) ⇥ (0, 1). The graph

for L
1

6= L
2

case is totally di↵erent from that for L
1

= L
2

case, which is shown in

Fig. 6.5.

Lemma 6.1.1. In the weakly repulsive interaction regime, i.e. 0 < � ⌧ 1, we have

Eg(�) = A
2

+
3dA2

0

2d+1

� + o(�), µg(�) = A
2

+
3dA2

0

2d
� + o(�), (6.1.7)

E
1

(�) =
3⇡2

2L2

1

+ A
2

+
3dA2

0

2d+1

� + o(�), µ
1

(�) =
3⇡2

2L2

1

+ A
2

+
3dA2

0

2d
� + o(�).

(6.1.8)

Proof. When 0 < � ⌧ 1, we can approximate the ground state ��g (x) and the first

excited state ��
1

(x) by �0

g(x) and �
0

1

(x), respectively. Thus we have

��g (x) ⇡ �0

g(x), ��
1

(x) ⇡ �0

1

(x), x 2 ⌦̄. (6.1.9)

Plugging (6.1.9) into (1.2.11) and (1.2.7), after a detailed computation which is

omitted here for brevity, we can obtain (6.1.7)-(6.1.8) immediately.
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Lemma 6.1.2. In the strongly repulsive interaction regime, i.e. � � 1, we have

Eg(�) =
A2

0

2
� +

4A
0

A
3

3
�

1
2 + 2A2

3

� 8A
4

9
+ o(1), (6.1.10)

µg(�) = A2

0

� + 2A
0

A
3

�
1
2 + 2A2

3

� A
4

+ o(1), � � 1, (6.1.11)

E
1

(�) =
A2

0

2
� +

4A
0

(A
3

L
1

+ 1)

3L
1

�
1
2 +

2(A
3

L
1

+ 1)2

L2

1

� 8A
5

9
+ o(1), (6.1.12)

µ
1

(�) = A2

0

� +
2A

0

(A
3

L
1

+ 1)

L
1

�
1
2 +

2(A
3

L
1

+ 1)2

L2

1

� A
5

+ o(1), (6.1.13)

where

A
3

=
dX

j=1

1

Lj

, A
4

= 4
X

1j<kd

1{d�2}

LjLk

, A
5

= A
4

+ 4
X

1<jd

1{d�2}

L
1

Lj

, (6.1.14)

with 1{d�2} the standard set function, which takes 1 when d � 2 and 0 otherwise.

Proof. When � � 1, the ground and the first excited states can be approximated

by the Thomas-Fermi (TF) approximations and/or uniformly accurate matched ap-

proximations. For d = 1 and ⌦ = (0, L), these approximations have been given

explicitly and verified numerically in the literature [18, 20, 25,26] as

�g(x) ⇡
 
µg

�
�(1)

L,µ
g

(x), �
1

(x) ⇡
 
µ
1

�
�(2)

L,µ1
(x), 0  x  L, (6.1.15)

where

�(1)

L,µ(x) = tanh (
p
µx) + tanh (

p
µ(L� x))� tanh (

p
µL) , 0  x  L,

�(2)

L,µ(x) = tanh (
p
µx)� tanh (

p
µ(L� x)) + tanh (

p
µ (L/2� x)) ,

(6.1.16)

with µg and µ
1

determined from the normalization condition (1.2.6) and tanh
Äp

µL
ä ⇡

1. These results in 1D can be extended to d-dimensions (d = 1, 2, 3) for the approx-

imations of the ground and the first excited states as

��g (x) ⇡ �MA

g (x) =

s
µg(�)

�

dY

j=1

�(1)

L
j

,µ
g

(xj), x 2 ⌦̄, (6.1.17)

��
1

(x) ⇡ �MA

1

(x) =

s
µ
1

(�)

�
�(2)

L1,µ1
(x

1

)
dY

j=2

�(1)

L
j

,µ1
(xj), (6.1.18)

where µg(�) and µ
1

(�) are determined from the normalization condition (1.2.6).

Inserting (6.1.17) and (6.1.18) into (1.3.5) and (1.3.6), after a detailed computation

which is omitted here for brevity, we can obtain (6.1.10)-(6.1.13) immediately.
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Proof of Proposition 6.1.1 When 0  � ⌧ 1, subtracting (6.1.7) from (6.1.8),

noting (1.3.2), we obtain (6.1.2) in this parameter regime. Similarly, when � � 1,

subtracting (6.1.10) and (6.1.11) from (6.1.12) and (6.1.13), respectively, we get

(6.1.2) in this parameter regime. ⇤

Lemma 6.1.1 implies that �E(�) = E
1

(�) � Eg(�) ⇡ 3⇡2

2L2
1
and �µ(�) = µ

1

(�) �
µg(�) ⇡ 3⇡2

2L2
1
for 0  � ⌧ 1, which are independent of �. In order to get the

dependence on �, we need to find more accurate approximations of the ground state

��g and ��
1

and obtain the following asymptotic of the fundamental gaps. The details

can be referred to [27] and is omitted here for simplicity.

Lemma 6.1.3. When 0  � ⌧ 1, we have

�E(�) =
3⇡2

2L2

1

+G(1)

d �2 + o(�2), �µ(�) =
3⇡2

2L2

1

+G(2)

d �2 + o(�2), (6.1.19)

where

G(1)

d =

8
>>>>><

>>>>>:

3

64⇡2 ,
A4

0
64⇡2

⇣
27

4

L2

1

+ 3

A6(A6L2
1+3)

⌘
,

1

256⇡2 (C1,1,1 � C
2,1,1),

G(2)

d =

8
>>>>><

>>>>>:

9

64⇡2 , d = 1,
3A4

0
64⇡2

⇣
27

4

L2

1

+ 3

A6(A6L2
1+3)

⌘
, d = 2,

3

256⇡2 (C1,1,1 � C
2,1,1), d = 3,

with

A
6

=
dX

j=1

1

L2

j

, Ck1,k2,k3 = A4

0

Ü

81
3X

j=1

L2

j

k2

j

+ 9
X

i<j

1
k2
i

L2
i

+
k2
j

L2
j

+
1

P
3

j=1

k2
j

L2
j

ê

. (6.1.20)

(II) Degenerate case, i.e. L
1

= L
2

:

In this part, we consider the case d � 2 with L
1

= L
2

= L. Noticing that the

first excited state for the linear problem, i.e. � = 0, is not unique, we need to be

careful to determine the correct form of the first excited state for � > 0. One special

type of the excited state, i.e. the vortex-type solution as shown in Fig. 6.3 in 2D

and Fig. 6.4 in 3D, will appear, which makes the scenario for the degenerate case

totally di↵erent. Unlike the nondegenerate case, there is a crossing for the energy

of di↵erent excited states at � = 0 as shown in Fig. 6.5.
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Figure 6.3: Graph for ground state �g(x) (top), vortex solution |�
1,v(x)|(2nd), x-

excitated state �
1,x(x)(4th) and diagonal-excitated state �

1,c(x) (bottom). The 3rd

row is the phase angle graph of the vortex solution.
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Figure 6.4: Isosurface(value=0.1) of solution for ground state �g(x) (left), vortex

solution |�
1,v(x)| (middle) and x-excitation solution �

1,x(x) (right) with � = 0 (top)

and � = 100(bottom).
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Figure 6.5: Plot for the ground state energy and di↵erent excited states with box

potential in ⌦ = (0, 2)2.

Lemma 6.1.4. For weakly repulsive interaction, i.e. 0 < � ⌧ 1, we have

E
1

(�) =
3⇡2

2L2

+ A
2

+
13d

32
A2

0

� + o(�), µ
1

(�) =
3⇡2

2L2

+ A
2

+
13d

16
A2

0

� + o(�),

(6.1.21)

where d = 2 or 3.

Proof. For simplicity, we only present the 2D case and the extension to 3D is
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straightforward. Denote

�0

g(x) =

 
2

L
sin
Å⇡x
L

ã
, �0

1

(x) =

 
2

L
sin

Ç
2⇡x

L

å
, 0  x  L. (6.1.22)

When d = 2 and � = 0, it is easy to see that '
1

(x) := �0

1

(x
1

)�0

g(x2

) and '
2

(x) :=

�0

g(x1

)�0

1

(x
2

) are two linearly independent first excited states. In order to find an

appropriate approximation of the first excited state when 0 < � ⌧ 1, we take an

ansatz

'a,b(x) = a�0

1

(x
1

)�0

g(x2

) + b�0

g(x1

)�0

1

(x
2

), x = (x
1

, x
2

) 2 ⌦̄, (6.1.23)

where a, b 2 C satisfying |a|2 + |b|2 = 1 which implies k'a,bk2 = 1. Then a and b

will be determined by minimizing E('a,b). Plugging (6.1.23) into (1.3.6), a simple

direct computation implies that

E('a,b) =
3⇡2

2L2

+ A
2

+
8�

L4

ZZ

[0,L]2

����a sin(
2⇡x

1

L
) sin(

⇡x
2

L
) + b sin(

⇡x
1

L
) sin(

2⇡x
2

L
)
����
4

dx

=
3⇡2

2L2

+ A
2

+
9�

8L2

(|a|4 + |b|4) + �

2L2

(4|a|2|b|2 + a2b̄2 + ā2b2)

=
3⇡2

2L2

+ A
2

+
9�

8L2

+
�

4L2

(2a2b̄2 + 2ā2b2 � |a|2|b|2).

To minimize E('a,b), we may take a = ei⇠ cos(✓) and b = ei⌘ sin(✓), which guarantees

|a|2 + |b|2 = 1 automatically, and then

E('a,b) =
3⇡2

2L2

+ A
2

+
9�

8L2

� �

16L2

sin2(2✓)(1� 4 cos(2(⇠ � ⌘))),

which is minimized when ✓ = ±⇡/4 and ⇠ � ⌘ = ±⇡/2, i.e. a = ±ib. By taking

a = 1/
p
2 and b = i/

p
2, we obtain an approximation of the first excited state when

0 < � ⌧ 1 as

��
1

(x) ⇡
p
2

2
(�0

1

(x
1

)�0

g(x2

) + i�0

g(x1

)�0

1

(x
2

)), x 2 ⌦̄. (6.1.24)

Substituting (6.1.24) into (1.3.6) and (1.3.5), we get (6.1.21).

Remark 6.1.1. The degenerate case in 3D in weak interaction regime can be com-

puted similarly. If L
1

= L
2

> L
3

, since dim(W
1

) = 2, the first excited state
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should be vortex type solution, similar to the 2D case but rotating along a line.

If L
1

= L
2

= L
3

, the problem would be more complicated. But it can be shown that

the first excited state in weak interaction regime is of form

��
1

(x) ⇡ a�0

g(x1

)�0

g(x2

)�0

1

(x
3

) + b�0

g(x1

)�0

1

(x
2

)�0

g(x3

) + c�0

1

(x
1

)�0

g(x2

)�0

g(x3

),

where x = (x
1

, x
2

, x
3

) 2 ⌦̄, a, b, c 2 C satisfying |a|2+ |b|2+ |c|2 = 1, a2+ b2+ c2 = 0

and abc = 0. It implies that the first excited state in this case is also a vortex type

solution rotating along a line. The details are omitted here for brevity.

Lemma 6.1.5. For the 2D case with strongly repulsive interaction, i.e. d = 2 and

� � 1, we have

E
1

(�) =
�

2L2

+
8
p
�

3L2

+
⇡

2L2

ln(�) + o(ln(�)), (6.1.25)

µ
1

(�) =
�

L2

+
4
p
�

L2

+
⇡

2L2

ln(�) + o(ln(�)). (6.1.26)

Proof. The whole proof is based on the assumption that the first excited state can be

well approximated by the vortex-type solution as suggested in the proof of Lemma

6.1.4, and the vortex should appear in the middle of the domain and should be small

and radially symmetric. In the region away from the middle of the domain, i.e. the

outer region, the first excited state can be approximated by the uniformly accurate

matched approximations,

�out(x) ⇡
 
µ
1

�
�(1)

L,µ1
(x

1

)�(1)

L,µ1
(x

2

).

where �(1)

L,µ(x) is defined in (6.1.16), µ
1

is the chemical potential of the first excited

state. While in the middle of the domain, i.e. the inner region, we take the following

ansatz for the vortex

�in(x) = f(r)ei✓, (6.1.27)

where r and ✓ are the modulus and argument of (x
1

�L/2)+i(x
2

�L/2), respectively.
Substituting (6.1.27) into (7.1.1), we get the equation for f(r)

�1

2
f 00(r)� 1

2r
f 0(r) +

1

2r2
f(r) + �f 3(r) = µ

1

f(r). (6.1.28)
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The density follows by the standard matched asymptotic approximation which com-

bines the solution in the outer region and inner region

|��
1

(x)| ⇡
 
µ
1

�

⇣
f(r) + �(1)

L,µ1
(x

1

)�(1)

L,µ1
(x

2

)� 1
⌘
. (6.1.29)

To get the approximations to the corresponding energy and chemical potential,

we need to have an explicit form of f(r) in (6.1.29). Unfortunately, the equation

(6.1.28) is di�cult to solve analytically. But if we drop the term f 00 in (6.1.28), the

equation (6.1.28) admits solution

f(r) =
 
µ
1

�

s
2µ

1

r2

1 + 2µ
1

r2
. (6.1.30)

The chemical potential (6.1.26) is then computed by the normalization condition and

the energy (6.1.25) is computed by substituting (6.1.29) and (6.1.30) into (1.3.6).

Though the approximation to f(r) in (6.1.30) introduces some error, a more careful

analysis which considers the error in energy and chemical potential caused by this

inaccuracy via the definitions (1.3.6) and (1.3.5) indicates it is of order o(ln(�)).

Therefore, the leading order approximations in (6.1.25), (6.1.26) still hold true.

Lemma 6.1.4 and Lemma 6.1.5 implies the results for the degenerate case in

Proposition 6.1.1.

6.1.2 Numerical results on bounded domains

In this chapter, we will first show the accuracy tests of our asymptotic results in

Proposition 6.1.1. And then we will do numerical tests for problems with a general

domain and a general external potential.

(I) Accuracy tests for the nondegenerate case:

Fig 6.6 checks the accuracy of the asymptotic approximations of fundamental gaps

for L
1

> L
2

in 1D, 2D and 3D proposed in Proposition 6.1.1. Our numerical results

suggest that �E(�) and �µ(�) are increasing functions for � � 0, which immediately
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imply that

�1E := inf
��0

�E(�) � �E(0) =
3⇡2

2L2

1

, �1µ := inf
��0

�µ(�) � �µ(0) =
3⇡2

2L2

1

. (6.1.31)
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Figure 6.6: Gaps between the ground state and the x
1

-direction excited state in

energy of the GPE with a box potential in 1D with ⌦ = (0, 2) (top), in 2D with

⌦ = (0, 2)⇥ (0, 1) (middle), and in 3D with ⌦ = (0, 2)⇥ (0, 1)⇥ (0, 1) (bottom).

(II) Accuracy tests for the degenerate case:

Fig 6.7 checks the accuracy of the asymptotic approximations of fundamental gaps

for L
1

= L
2

in 2D and 3D proposed in Proposition 6.1.1. Our numerical results

suggest that the approximations (6.1.4) provide a lower bound of the exact result
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for the 2D problem, and thus combining the approximations will give us a uniform

lower bound as follows,

�1E := inf
��0

�E(�) � ⇡2

2L2

1

, �1µ := inf
��0

�µ(�) � 3⇡2

8L2

1

. (6.1.32)
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Figure 6.7: Plot for the fundamental gap under a box potential in 2D with ⌦ = (0, 2)2

and in 3D with ⌦ = (0, 1)3.

(III) Numerical tests for general cases:

We remark that for a general bounded domain ⌦ and/or V (x) 6= 0, we cannot

get asymptotic results on the fundamental gaps, but can always find the fundamen-

tal gaps numerically. If ⌦ and V (x) are symmetric with respect to the axis, then

we compute numerically the ground and first excited states and their corresponding

energy and chemical potential as well as the fundamental gaps by using the nor-

malized gradient flow via backward Euler finite di↵erence discretization [14,16–18].

Discretization in space can be performed using the finite element method instead of

finite di↵erence or spectral method for the normalized gradient flow to compute the
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ground and first excited states [29]. For external potentials which are arbitrarily

chosen, we do not have any symmetric property of the first excited state. It implies

that the normalized gradient flow method is not applicable in this case for comput-

ing the first excited state. One way to compute the first excited state is to directly

find the critical point of the energy functional with a proper initial guess with the

help of the continuity technique [29], i.e. using the first excited state for a small �

as an initial guess for computing the first excited state for a larger �.
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Figure 6.8: Ground states (left) and first excited states (right) of the GPE in 1D

with V (x) = 10(x� 1)2 (dot line) and ⌦ = (0, 2) for di↵erent �.
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Figure 6.9: Fundamental gaps in energy (left) and chemical potential (right) of the

GPE in 1D with V (x) = V
0

(x� 1)2 for di↵erent V
0

and �.

We first report numerical results of the GPE in 1D, i.e. d = 1 and ⌦ = (0, 2).

Figure 6.8 plots ground states and first excited states with V (x) = 10(x � 1)2

for di↵erent �’s, and Figure 6.9 depicts fundamental gaps in energy and chemical

potential with V (x) = V
0

(x� 1)2 for di↵erent V
0

and �. Figure 6.10 shows ground
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states and first excited states with � = 40 for di↵erent convex trapping potentials,

and Figure 6.11 lists fundamental gaps in energy and chemical potential for di↵erent

�’s and di↵erent convex trapping potentials.
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Figure 6.10: Ground states (left) and first excited states (right) of the GPE on (0, 2)

with � = 40 for di↵erent convex potentials: (I) V (x) = 0, (II) V (x) = 10(x � 1)2,

(III) V (x) = (x� 1)2 + sin(x� 1), (IV) V (x) = 10 sin(10(x� 1)).
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Figure 6.11: Fundamental gaps in energy (left) and chemical potential (right) of the

GPE on (0, 2) for di↵erent � and di↵erent convex potentials: (I) V (x) = (x� 1)2 +

sin(x � 1), (II) V (x) = (x � 1)2 + cos(x � 1), (III) V (x) = (x � 1)2 � x + 1, (IV)

V (x) = (x� 1)2 � (x� 1)3/3.

Next, we report fundamental gaps of the GPE in 1D with non-convex trapping

potentials. Figure 6.12 plots fundamental gaps in energy and chemical of the GPE

with d = 1, ⌦ = (0, 2) for di↵erent �’s and non-convex trapping potentials.

Based on the above numerical results and additional extensive numerical results

not shown here for brevity as well as our asymptotic results in Proposition 6.1.1, we
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Figure 6.12: Fundamental gaps in energy (left) and chemical potential (right) of the

GPE in 1D with ⌦ = (0, 2) for di↵erent � and non-convex trapping potentials: (I)

V (x) = �10x2, and (II) V (x) = 10 sin(10(x� 1)).

speculate the Gap Conjecture which will be stated later in Section 6.1.3. In fact,

our numerical results suggest a stronger conjecture for the nondegenerate case as

�E(�) � max{ 3⇡
2

2D2

,
4�1/2

3D|⌦|1/2}, �µ(�) � max{ 3⇡
2

2D2

,
2�1/2

D|⌦|1/2}. (6.1.33)

where |⌦| is the volume of ⌦. On the other hand, Figure 6.12 suggests that the

gap conjecture (6.1.34) is not true for arbitrary external potentials, e.g. non-convex

trapping potentials.

Finally, we show one numerical test for the degenerate case. We choose V (x) to

be a box potential defined in a disk ⌦ = D(0, 1) = {(x, y) | x2 + y2 < 1} and check

the fundamental gaps in this case. It is obvious from Fig 6.13 that the fundamental

gap is larger than the lower bound proposed in Gap Conjecture as (6.1.35), which

is ⇡2

2D2 ⇡ 1.234

6.1.3 A gap conjecture

As indicated from the numerical tests, the asymptotic results proposed in Propo-

sition 6.1.1 are indeed lower bounds of the fundamental gaps in both weak and strong

interaction regimes. Based on the asymptotic results for the special problem con-

sidered in Section 6.1.1, we propose the following gap conjecture.
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Figure 6.13: Plots in the top show ��g (r) (left) and |��
1,v(r)| (right) under a box

potential defined in ⌦ = D(0, 1) = {(x, y) | x2 + y2 < 1} but with di↵erent �’s. Plot

in the bottom describes the energy gap �E(�) = E(��
1,v)� E(��g ).

Gap Conjecture (for GPE on a bounded domain with homogeneous Dirichlet BC).

Suppose ⌦ is a convex bounded domain and the external potential V (x) is convex,

we have the following conjectures.

(1) If the first excited state for the linear problem is nondegenerate,

�1E := inf
��0

�E(�) � 3⇡2

2D2

, �1µ := inf
��0

�µ(�) � 3⇡2

2D2

, (6.1.34)

where D := sup
x,z2⌦ |x� z| is the diameter of ⌦.

(2) If d = 2 and the first excited state for the linear problem is degenerate, we have

a non-sharp lower bound as

�1E := inf
��0

�E(�) � ⇡2

2D2

, �1µ := inf
��0

�µ(�) � 3⇡2

8D2

, (6.1.35)

where D is defined as before.
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6.2 In the whole space

Consider the time-independent GPE in the whole space
ñ
�1

2
�+ V (x) + �|�(x)|2

ô
�(x) = µ�(x), x 2 Rd, (6.2.1)

where V (x) is a given function satisfying D2V (x) � �2vId with �v > 0 a constant

and the wave function � is normalized via (1.2.6).

6.2.1 Asymptotic results under a harmonic potential

In this section, we take a harmonic potential (2.4.2) with �j > 0 (j = 1, . . . , d)

satisfying �
1

< �
2

 · · ·  �d. The asymptotic results for the harmonic potential

can be summarized in the following statement.

Proposition 6.2.1 (for GPE with a harmonic potential via asymptotic and numer-

ical methods). When ⌦ = Rd (d = 1, 2, 3) and V (x) = (
Pd

j=1

�2jx
2

j)/2 for x 2 Rd

satisfying 0 < �
1

 �
2

 · · ·  �d, we have the following asymptotics for the funda-

mental gaps

(1) If d = 1 or d � 2 and �
1

< �
2

,

�E(�) =

8
>><

>>:

�
1

� B0
8

� + o(�),
p
2

2

�
1

+ o(1),
�µ(�) =

8
>><

>>:

�
1

� B0
4

� + o(�), 0  � ⌧ 1,
p
2

2

�
1

+ o(1), � � 1,
(6.2.2)

where

B
0

=
dY

j=1

 
�j
2⇡

, B
1

=
1

2

dX

j=1

�j, B
2

=
dY

j=1

�j. (6.2.3)

(2) If d = 2 or 3 with �
1

= �
2

. When 0 < � ⌧ 1,

�E(�) = � � (4� d)B
0

8
� + o(�), �µ(�) = � � (4� d)B

0

4
� + o(�). (6.2.4)

(3) If d = 2 with �
1

= �
2

. When � � 1,

�E(�) =
�
1

2

 
⇡

�
ln(�) + o(

ln(�)p
�

), �µ(�) =
�
1

4

 
⇡

�
ln(�) + o(

ln(�)p
�

), (6.2.5)

which implies �E(�)! 0 and �µ(�)! 0 as � !1.
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Now we show the proof of the statement. As said before, we need to consider

the degenerate and nondegenerate case separately.

(I) Nondegenerate case, i.e. �
1

< �
2

:

In this scenario, when � = 0, all the eigenfunctions can be obtained via the

Hermite functions [25, 26]. Thus the ground state �0

g(x) and the first excited state

�0

1

(x) can be given explicitly as [25, 26]

�0

g(x) =
dY

j=1

Å�j
⇡

ã 1
4

e�
�

j

x

2
j

2 , �0

1

(x) =
»
2�

1

x
1

dY

j=1

Å�j
⇡

ã 1
4

e�
�

j

x

2
j

2 , x 2 Rd. (6.2.6)

Fig. 6.14 indicates how the interaction strength a↵ect the ground state and the

first excited state. Fig. 6.15 shows the energies of the ground state and the excited

states excited in x� or y�direction.
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Figure 6.14: Ground states (left) and first excited states (right) of the GPE in 1D

with a harmonic potential V (x) = x2/2 (dot line) for di↵erent �.

Lemma 6.2.1. In the weakly repulsive interaction regime, i.e. 0 < � ⌧ 1, we have

Eg(�) = B
1

+
B

0

2
� + o(�), µg(�) = B

1

+B
0

� + o(�), (6.2.7)

E
1

(�) = �
1

+B
1

+
3B

0

8
� + o(�), µ

1

(�) = �
1

+B
1

+
3B

0

4
� + o(�). (6.2.8)

Proof. When 0 < � ⌧ 1, we can approximate the ground state ��g (x) and the first

excited state ��
1

(x) by �0

g(x) and �
0

1

(x), respectively. Thus we have

��g (x) ⇡ �0

g(x), ��
1

(x) ⇡ �0

1

(x), x 2 Rd. (6.2.9)
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Figure 6.15: Energy for ��g , �
�
1,x and ��

1,y in 2D with �
1

= 1, �
2

= 2. The graph

for �
1

6= �
2

case is totally di↵erent from that for �
1

= �
2

case, which is shown in

Fig. 6.18.

Plugging (6.2.9) into (1.3.5) and (1.3.6), after a detailed computation which is omit-

ted here for brevity, we can obtain (6.2.7) and (6.2.8).

Lemma 6.2.2. In the strongly repulsive interaction regime, i.e. � � 1, we have

µg(�) ⇡ µTF

g =
1

2

Ç
(d+ 2)B

2

�

Cd

å 2
d+2

, Eg(�) =
2 + d

4 + d
µTF

g + o(1), (6.2.10)

µ
1

(�) ⇡ µMA

1

= µTF

g +

p
2

2
�
1

+ o(1), E
1

(�) = Eg(�) +

p
2

2
�
1

+ o(1), (6.2.11)

where

Cd =
Z

{x | |x|1}
1 dx =

8
>>>>>>><

>>>>>>>:

2, d = 1,

⇡, d = 2,

4⇡
3

, d = 3.

(6.2.12)

Proof. When � � 1, the ground and first excited states can be approximated by the

TF approximations and/or uniformly accurate matched asymptotic approximations.

For d = 1 and V (x) = �2x2

2

, these approximations have been given explicitly and

verified numerically in the literature [18,20,25,26], and the results can be extended

to d dimensions (d = 1, 2, 3) as

��g (x) ⇡ �TF

g (x) =

Ã
(µTF

g � V (x))
+

�
, x 2 Rd, (6.2.13)
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��
1

(x) ⇡ �MA

1

(x) =

8
>>>>>>><

>>>>>>>:

q
g1(x)
�

+
q

g2(x)
�

h
tanh(x

1

»
g
2

(x))� 1
i
, g

1

(x) � 0&x
1

� 0,

�
q

g1(x)
�

+
q

g2(x)
�

h
1 + tanh(x

1

»
g
2

(x))
i
, g

1

(x) � 0&x
1

< 0,

0, otherwise,

(6.2.14)

where (f)
+

:= max{f, 0}, g
1

(x) = µMA

1

� 1

2

Pd
j=1

�2jx
2

j and g
2

(x) = µMA

1

� 1

2

Pd
j=2

�2jx
2

j ,

and µTF

g and µMA

1

can be obtained via the normalization condition (1.2.6). Inserting

(6.2.13) and (6.2.14) into (1.3.5), after a detailed computation which is omitted here

for brevity, we get approximations of Eg(�) and E
1

(�), respectively.

Proof of Proposition 6.2.1. Subtracting (6.2.7) from (6.2.8) and subtracting

(6.2.10) from (6.2.11), we obtain (6.2.2) in the weak and strong interaction regimes,

respectively.

Remark 6.2.1. When � � 1, by performing asymptotic expansion of µMA

1

to the

next order, we can obtain the following asymptotics of the fundamental gaps (details

are omitted here for brevity)

�E(�) =

p
2

2
�
1

+
�2
1

(d+ 2)
d

d+2

4

Ç
Cd

B
2

�

å 2
d+2

+ o(�� 2
d+2 ), � � 1, (6.2.15)

�µ(�) =

p
2

2
�
1

+
�2
1

d(d+ 2)�
2

d+2

4

Ç
Cd

B
2

�

å 2
d+2

+ o(�� 2
d+2 ), � � 1. (6.2.16)

(II) Degenerate case, i.e. �
1

= �
2

:

In this section, we consider the case d � 2 with �
1

= �
2

= �. Again due to

the non-uniqueness of the first excited states for the linear problem, we need to

be careful to determine the correct form of the first excited state for � > 0. The

vortex-type solution as shown in Fig. 6.16 in 2D and Fig. 6.17 in 3D, will appear,

which makes the scenario for the degenerate case totally di↵erent. Like the box

potential case, a crossing for the energy of di↵erent excited states at � = 0 occurs

as shown in Fig. 6.18. For simplicity, only the proof for the 2-dimensional problem

is shown in this section.
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Figure 6.16: Solution for ground state �g(x) (top), vortex solution |�
1,v(x)|(2nd)

and x-excitation solution �
1,x(x)(bottom). The 3rd row is the phase angle graph of

the vortex solution.

Lemma 6.2.3. For weakly interaction regime, i.e. 0 < � ⌧ 1, we have for d � 2

E
1

(�) =
3�

2
+

B
0

d

8
� + o(�), µ

1

(�) =
3�

2
+

B
0

d

4
� + o(�). (6.2.17)

Proof. For simplicity, we only present the 2D case and extension to 3D is straight-

forward. Denote

�0

g(x) =
Å�
⇡

ã 1
4

e�
�x

2

2 , �0

1

(x) =
»
2�
Å�
⇡

ã 1
4

xe�
�x

2

2 . (6.2.18)
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Figure 6.17: Isosurface(value=0.05) of solution for ground state(left), vortex solu-

tion(middle) and x-excitation solution(right) with � = 0(top) and 1000(bottom).
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Figure 6.18: Plot for the ground state energy and di↵erent excited states with

harmonic potential V (x
1

, x
2

) = x2
1+x2

2
2

.

When d = 2 and � = 0, it is easy to see that '
1

(x) := �0

1

(x
1

)�0

g(x2

) and '
2

(x) :=

�0

g(x1

)�0

1

(x
2

) are two linearly independent orthonormal first excited states. In fact,

W
1

= span{'
1

,'
2

}. In order to find an appropriate approximation of the first

excited state when 0 < � ⌧ 1, we take an ansatz

'a,b(x) = a'
1

(x) + b'
2

(x), x 2 R2, (6.2.19)

where a, b 2 C satisfying |a|2 + |b|2 = 1 implies k'a,bk2 = 1. Then a and b can be
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determined by minimizing E('a,b). Plugging (6.2.19) into (1.3.6), we have for � � 0

E('a,b) = 3� +
��

16⇡
[|a2 + b2|2 + 2(|a|2 + |b|2)2] � 3� +

��

8⇡
, (6.2.20)

which is minimized when a2 + b2 = 0, i.e. a = ±ib. By taking a = 1/
p
2 and

b = i/
p
2, we get an approximation of the first excited state as

��
1

(x) ⇡ �
1,v(x) =

�p
⇡
(x

1

+ ix
2

)e�
�(x21+x

2
2)

2 =
�p
⇡
re�

�r

2

2 ei✓, (6.2.21)

where (r, ✓) is the polar coordinate. Substituting (6.2.21) into (1.3.6) and (1.3.5),

we get (6.2.17).

Remark 6.2.2. The degenerate case in 3D in weak interaction regime can be com-

puted in a similar, but much more complicated way. If �
1

= �
2

= � < �
3

, then the

problem shares the same property as the 2D degenerate case as the dim(W
1

) = 2,

where W
1

is defined in (6.0.2). If �
1

= �
2

= �
3

= �, then dim(W
1

) = 3. It can be

shown that, in this case, the first excited state in weak interaction regime is of form

��
1

(x) ⇡ a�0

g(x1

)�0

g(x2

)�0

1

(x
3

) + b�0

g(x1

)�0

1

(x
2

)�0

g(x3

) + c�0

1

(x
1

)�0

g(x2

)�0

g(x3

),

where x = (x
1

, x
2

, x
3

) 2 ⌦̄, a, b, c 2 C satisfying |a|2+ |b|2+ |c|2 = 1, a2+b2+c2 = 0.

Therefore, one choice of the first excited state is

1p
⇡
�(x

1

+ ix
2

)e�
�(x21+x

2
2+x

2
3)

2 , x = (x
1

, x
2

, x
3

) 2 R3.

Lemma 6.2.4. For the 2D case with strongly repulsive interaction, i.e. d = 2 and

� � 1, we have

E
1

(�) = ETF

g +
�

2

 
⇡

�
ln(�)+O(

1p
�
), µ

1

(�) = µTF

g +
�

4

 
⇡

�
ln(�)+O(

1p
�
), (6.2.22)

where µTF
g is given in (6.2.10) and ETF

g = 2+d
4+d

µTF
g .

Proof. From Lemma 6.2.3, when 0 < � ⌧ 1, the first excited state needs to be taken

as a vortex-type solution. By assuming that there is no band crossing when � > 0,

the first excited state can be well approximated by the vortex-type solution when
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� � 1 too. Thus when � � 1, we approximate the first excited state via a matched

asymptotic approximation.

(i) In the outer region, i.e. |x| > o(1), it is approximated by the TF approxima-

tion as

��
1

(x) ⇡ �out(x) ⇡
s
(2µ

1

� �2r2)
+

2�
, r > o(1), (6.2.23)

where µ = µ
1

(�) is the chemical potential of the first excited state.

(ii) In the inner region near the origin, i.e. |x| ⌧ 1, it is approximated by a

vortex solution with winding number m = 1 as

��
1

(x) ⇡ �in(x) =
 
µ
1

�
f(r)ei✓, |x|⌧ 1, (6.2.24)

Substituting (6.1.27) into (7.1.1), we get the equation for f(r)

�1

2
f 00(r)� 1

2r
f 0(r)+

1

2r2
f(r)+

�2r2

2
f(r)+µ

1

f 3(r) = µ
1

f(r), r > 0, (6.2.25)

with boundary conditions f(0) = 0. When � � 1, by dropping the terms �1

2

f 00(r)

and �2r2

2

f(r) in (6.2.25) and then solving it analytically with the far field limit

limr!+1 f(r) = 1, we get (6.1.30). Combining the outer and inner approximations

via the matched asymptotic technique, we obtain an asymptotic approximation of

the density of the first excited state as

|��
1

(x)|2 ⇡ 2µ
1

r2

1 + 2µ
1

r2
(2µ

1

� �2r2)
+

2�
, r � 0. (6.2.26)

Substituting (6.2.26) into the normalization condition k��
1

k
2

= 1 and (1.3.5), a

detailed computation gives the approximation of the chemical potential and energy

in (6.2.22). The details of the computation are omitted here for brevity.

Lemma 6.2.3 and Lemma 6.2.4 implies the results for the degenerate case in

Proposition 6.2.1.

6.2.2 Numerical results in the whole space

In this chapter, we will first show the accuracy tests of our asymptotic results in

Proposition 6.2.1. And then we will do numerical tests for problems with a general

domain and a general external potential.
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(I) Accuracy tests for the nondegenerate case:

Fig 6.19 checks the accuracy of the asymptotic approximations of fundamental gaps

for L
1

> L
2

in 1D, 2D and 3D proposed in Proposition 6.2.1. From Figure 6.19, we

can see that the asymptotic results in Proposition 6.2.1 are very accurate in both

weakly interaction regime, i.e. 0  � ⌧ 1, and strongly repulsive interaction regime,

i.e. � � 1. In addition, our numerical results suggest that both �E(�) and �µ(�)

are decreasing functions for � � 0, which immediately imply that

�1E := inf
��0

�E(�) � �E(1) �
p
2

2
�
1

, �1µ := inf
��0

�µ(�) � �µ(1) �
p
2

2
�
1

. (6.2.27)

(II) Accuracy tests for the degenerate case:

Fig 6.20 checks the accuracy of the asymptotic approximations of fundamental gaps

for �
1

= �
2

in 2D and 3D proposed in Proposition 6.2.1. Our numerical results

suggest approximation (6.2.4) gives a lower bound of �E(�) and �µ(�).

(III) Numerical tests for general cases:

Ground and first excited states as well as their corresponding energy and chemical

potentials can be computed numerically for di↵erent external potentials. The ground

state can be computed by the normalized gradient flow method [14, 16–18]. For

problems with a symmetric convex external potential, the first excited state can

be also obtained numerically by the normalized gradient flow method [14, 16–18];

while for other cases, the first excited state is obtained numerically by finding the

critical point of the energy functional with a proper initial guess with the help of

the continuity technique [29], i.e. using the first excited state for a small � as an

initial guess for computing the first excited state for a larger �.

Again, we first report numerical results of the GPE in 1D, i.e. d = 1. Figure 6.21

plots ground states and first excited states with V (x) = x2

2

+ 0.5 cos(x) for di↵erent

�’s, and Figure 6.22 depicts fundamental gaps in energy and chemical potential with
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�
1

= 1 and �
2

= �
3

= 2 (bottom).



6.2 In the whole space 148

β
0 50 100 150 200 250 300

δ E(β
)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

numerical

asymptotic

0 1 2 3 4
0.8

0.85

0.9

0.95

1

β
0 100 200 300 400 500 600

δ E(β
)

0.4

0.5

0.6

0.7

0.8

0.9

1

numerical

asymptotic

0 1 2 3 4

0.94

0.96

0.98

1

Figure 6.20: Plot for the fundamental gap with harmonic potential V (x
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, x
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, x
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1

+ x2

2

+ x2

3
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V (x) = x2

2

+ V
0

cos(kx) for di↵erent V
0

, k and �. Figure 6.23 shows ground states

and first excited states with � = 50 for di↵erent trapping potentials, and Figure 6.24

lists fundamental gaps in energy and chemical potential for di↵erent � and di↵erent

trapping potentials.

Based on the above numerical results and additional extensive numerical results

not shown here for brevity as well as our asymptotic results in Proposition 6.2.1, we

speculate the Gap Conjecture which will be stated later in Section 6.2.3.

6.2.3 A gap conjecture

As indicated from the numerical tests, the asymptotic results proposed in Propo-

sition 6.2.1 are indeed lower bounds of the fundamental gaps in both weak and strong

interaction regimes. Based on the asymptotic results for the special problem con-

sidered in Section 6.2.1, we propose the following gap conjecture.

Gap Conjecture (for GPE in Rd). Suppose ⌦ = Rd and the external potential V (x)

satisfies D2V (x) � �2vId for x 2 Rd with �v > 0 a constant, we have the following
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conjectures.

(1) If the first excited state for the linear problem is nondegenerate,

�1E := inf
��0

�E(�) �
p
2

2
�v, �1µ := inf

��0

�µ(�) �
p
2

2
�v. (6.2.28)

(2) If d = 2 and the first excited state for the linear problem is degenerate,

�1E := inf
��0

�E(�) = 0, �1µ := inf
��0

�µ(�) = 0. (6.2.29)

6.3 With periodic boundary conditions

Consider the time-independent GPE
ñ
�1

2
�+ V (x) + �|�(x)|2

ô
�(x) = µ�(x), x 2 ⌦, (6.3.1)

where ⌦ =
Qd

j=1

(0, Lj) ⇢ Rd (d = 1, 2, 3) is a bounded domain satisfying L
1

=

max{L
1

, . . . , Ld} > 0, V (x) ⌘ 0 for x 2 ⌦ is a given convex real function and

the wave function � satisfies the periodic BC and is normalized via (1.2.6). When

d = 1, it corresponds to a BEC on a ring [14]; and when d = 2, it corresponds to

a BEC on a torus. In this case, the ground state ��g is defined the same as before

provided that the set S is replaced by S = {� | k�k2
2

:=
R
⌦

|�(x)|2dx = 1, E(�) <

1, � is periodic on @⌦}, and the first excited state ��
1

is defined similarly.

In this scenario, when � = 0, all the eigenfunctions can be obtained via the

Fourier series [25,26]. Similar to the case when d = 1, we have the following results

for the ground state [25, 26].

Lemma 6.3.1. Assume V (x) ⌘ 0, for all � � 0 and d = 1, 2, 3, we have

��g (x) = �0

g(x) ⌘ A
0

=
1

qQd
j=1

Lj

, x 2 ⌦̄, (6.3.2)

Eg(�) =
A2

0

2
�, µg(�) = A2

0

�, � � 0. (6.3.3)

Proof. It is easy to see that ��g 2 S. For any � 2 S, we obtain

1 = k�k2 =
ÅZ

⌦

|�|2dx
ã
2


Z

⌦

|�|4dx
Z

⌦

1dx =
1

A2

0

Z

⌦

|�|4dx. (6.3.4)
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Thus we have

Z

⌦

|�|4dx � A2

0

=
Z

⌦

A4

0

dx =
Z

⌦

|��g (x)|4dx. (6.3.5)

When � � 0, we get

E(�) =
Z ñ1

2
|r�|2 + �

2
|�|4
ô
dx � �

2

Z
|��g (x)|4dx = E(��g ), � 2 S. (6.3.6)

Therefore, �0

g is the ground state when � � 0. Plugging (6.3.2) into (1.2.7) and

(1.2.11) with V (x) ⌘ 0, we obtain (6.3.3).

Lemma 6.3.2. Assume V (x) ⌘ 0, for all � � 0 and d = 1, 2, 3, we have

E
1

(�) =
2⇡2

L2

1

+
A2

0

2
�, µ

1

(�) =
2⇡2

L2

1

+ A2

0

�. (6.3.7)

Proof. for simplicity, we only present 1D case and extensions to 2D and 3D are

straightforward. When d = 1 and � = 0, it is easy to see that '
1

(x) :=
p
2A

0

cos (2⇡x/L
1

)

and '
2

(x) :=
p
2A

0

sin (2⇡x/L
1

) are two linearly independent orthonormal first ex-

cited states. In fact, in this case, W
1

= span{'
1

,'
2

}. In order to find an appropriate

approximation of the first excited state when 0 < � ⌧ 1, we take an ansatz

'a,b(x) = a'
1

(x) + b'
2

(x), 0  x  L
1

, (6.3.8)

where a, b 2 C satisfying |a|2 + |b|2 = 1 implies k'a,bk2 = 1. Then a and b can be

determined by minimizing E('a,b). Plugging (6.3.8) into (1.3.6), we have for � � 0

E('a,b) =
2⇡2

L2

1

+
�

4L
1

î
2(|a|2 + |b|2)2 + |a2 + b2|2ó � 2⇡2

L2

1

+
�

2L
1

, (6.3.9)

which is minimized when a2 + b2 = 0, i.e. a = ±ib. By taking a = 1/
p
2 and

b = i/
p
2, we get an approximation of the first excited state as

��
1

(x) ⇡ �0

1

(x) := A
0

ei2⇡x/L1 , 0  x  L
1

. (6.3.10)

In fact, noticing
R
⌦

|�0

1

(x)|4dx = A2

0

and (6.3.5), we can prove rigorously that

��
1

(x) ⌘ �0

1

(x) := A
0

ei2⇡x/L1 , 0  x  L
1

, (6.3.11)

for all � � 0. Plugging (6.3.11) into (1.3.6) and (1.3.5), we obtain (6.3.7).
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Remark 6.3.1. The choice of the first excited state may not be unique in the de-

generate case. It is trivial to see that when d = 2 and L
1

= L
2

= L, we can choose

the first excited state to be ��
1

(x, y) = A
0

ei2⇡x/L or ��
1

(x, y) = A
0

ei2⇡y/L.

To obtain the asymptotics of the fundamental gaps, we subtract (6.3.3) from

(6.3.7) and get the following statement.

Proposition 6.3.1. When ⌦ =
Qd

j=1

(0, Lj) (d = 1, 2, 3) satisfying L
1

= max{L
1

, . . . , Ld}
and V (x) ⌘ 0 for x 2 ⌦ in (6.3.1), i.e. GPE with the periodic boundary condition,

we have

�E(�) = �µ(�) =
2⇡2

L2

1

(6.3.12)

Based on above asymptotic results and numerical results, a conjecture for the

general case is proposed as follows.

Gap Conjecture (for GPE on a bounded domain with periodic BC). Suppose

the domain ⌦ =
Qd

j=1

(0, Lj) (d = 1, 2, 3) satisfies L
1

= max{L
1

, . . . , Ld} and the

external potential V (x) is convex, we speculate the following gap conjecture for the

fundamental gaps of the GPE with periodic BC,

�1E := inf
��0

�E(�) � 2⇡2

D2

, �1µ := inf
��0

�µ(�) � 2⇡2

D2

, (6.3.13)

where D is the diameter of ⌦.

6.4 With Neumann boundary conditions

Again we consider the time-independent GPE (6.3.1) where ⌦ =
Qd

j=1

(0, Lj)

satisfying L
1

= max{L
1

, . . . , Ld} > 0, V (x) ⌘ 0 for x 2 ⌦ and assume that �

satisfies the homogeneous Neumann BC, i.e. @
n

�|@⌦ = 0 with n the unit outward

normal vector. In this case, the ground state ��g is defined the same as before

provided that the set S is replaced by S = {� | k�k2
2

:=
R
⌦

|�(x)|2dx = 1, E(�) <

1, @
n

�|@⌦ = 0}, and the first excited state ��
1

is defined similarly.
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6.4.1 Asymptotic results

In this scenario, when � = 0, all the eigenfunctions can be obtained via the

cosine series [25, 26]. Similar to Lemma 6.3.1, we have the following results for the

ground state and its corresponding energy and chemical potential.

Lemma 6.4.1. For all � � 0, we have

��g (x) = �0

g(x) ⌘ A
0

=
1

qQd
j=1

Lj

, x 2 ⌦̄, (6.4.1)

Eg(�) =
A2

0

2
�, µg(�) = A2

0

�, � � 0. (6.4.2)

However, for the first excited state, we first consider a special case by taking

⌦ = ⌦
0

and distinguish two di↵erent cases: (i) nondegenerate case L
1

> L
2

(,
dim(W

1

) = 1); and (ii) degenerate case L
1

= L
2

and d � 2 (, dim(W
1

) � 2).

Lemma 6.4.2. (nondegenerate case) Assume d = 1 or d � 2 with L
1

> L
2

, we have

(i) in the weakly repulsive interaction regime, i.e. 0 < � ⌧ 1,

E
1

(�) =
⇡2

2L2

1

+
3A2

0

4
� + o(�), µ

1

(�) =
⇡2

2L2

1

+
3A2

0

2
� + o(�); (6.4.3)

(ii) in the strongly repulsive interaction regime, i.e. � � 1,

E
1

(�) =
A2

0

2
�+

4A
0

3L
1

�1/2+
2

L2

1

+o(1), µ
1

(�) = A2

0

�+
2A

0

L
1

�1/2+
2

L2

1

+o(1). (6.4.4)

Proof. Here we only present the proof in 1D case and extension to high dimensions

is similar to that in Lemma 6.1.2. When d = 1 and � = 0, the first excited state

can be taken as �0

1

(x) =
p
2A

0

cos(⇡x/L
1

) for x 2 [0, L
1

]. When 0 < � ⌧ 1, we can

approximate ��
1

(x) by �0

1

(x), i.e.

��
1

(x) ⇡ �0

1

(x) =
p
2A

0

cos (⇡x/L
1

) , 0  x  L
1

. (6.4.5)

Plugging (6.4.5) into (1.3.6) and (1.3.5) with V (x) ⌘ 0, we obtain (6.4.3). When

� � 1, i.e. in strongly repulsive interaction regime, the first excited state can be

approximated via the matched asymptotic method shown in [25,26] as

��
1

(x) ⇡ �MA
1

(x) =

Ã
µMA
1

�
tanh

Ç»
µMA
1

Ç
L
1

2
� x

åå
, 0  x  L

1

. (6.4.6)
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Substituting (6.4.6) into the normalization condition (1.2.6) and (1.3.5), we obtain

(6.4.4).

Lemma 6.4.3. (degenerate case) Assume d � 2 and L
1

= L
2

:= L, we have

(i) in the weakly repulsive interaction regime, i.e. 0  � ⌧ 1,

E
1

(�) =
⇡2

2L2

+
5A2

0

8
� + o(�), µ

1

(�) =
⇡2

2L2

+
5A2

0

4
� + o(�); (6.4.7)

(ii) in the strongly repulsive interaction regime, i.e. � � 1, and d = 2,

E
1

(�) =
�

2L2

+
⇡

2L2

ln(�) + o(ln(�)), µ
1

(�) =
�

L2

+
⇡

2L2

ln(�) + o(ln(�)).

(6.4.8)

Proof. The proof is similar to that for Lemmas 6.1.4&6.1.5 in the box potential case

and thus it is omitted here for brevity.

Lemmas 6.4.2&6.4.3 implies the following proposition about the fundamental

gaps.

Proposition 6.4.1. When ⌦ =
Qd

j=1

(0, Lj) (d = 1, 2, 3) satisfying L
1

� L
2

� · · · �
Ld and V (x) ⌘ 0 for x 2 ⌦ in (6.3.1), i.e. GPE with the homogeneous Neumann

BC, we have the following asymptotics for the fundamental gaps �E(�) and �µ(�).

(i) if d = 1 or L
1

> L
2

when d � 2, i.e. nondegenerate case,

�E(�) =

8
>><

>>:

⇡2

2L2
1
+ A2

0
4

� + o(�),

4A0
3L1

�1/2 + 2

L2
1
+ o(1),

�µ(�) =

8
>><

>>:

⇡2

2L2
1
+ A2

0
2

� + o(�), 0  � ⌧ 1,

2A0
L1
�1/2 + 2

L2
1
+ o(1), � � 1;

(6.4.9)

(ii) if L
1

= L
2

:= L, i.e. degenerate case, with 0 < � ⌧ 1 and d � 2,

�E(�) =
⇡2

2L2

+
A2

0

8
� + o(�), �µ(�) =

⇡2

2L2

+
A2

0

4
� + o(�). (6.4.10)

For the degenerate case with � � 1 and d = 2,

�E(�) =
⇡

2L2

ln(�) + o(ln(�)), �µ(�) =
⇡

2L2

ln(�) + o(ln(�)). (6.4.11)
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Figure 6.25: Ground states (left) and first excited states (right) of the GPE in 1D

with homogeneous Neumann BC for di↵erent �.

6.4.2 Numerical results

In order to verify the asymptotic results on the fundamental gaps in Proposition

6.4.1, we solve the time-independent GPE (6.3.1) numerically by using the normal-

ized gradient flow via backward Euler finite di↵erence discretization [14, 16–18] to

find the ground and first excited states and their corresponding energy and chemical

potentials. Figure 6.25 shows the ground and first excited states for di↵erent � in

1D, while Figure 6.26 depicts fundamental gaps in energy obtained numerically and

asymptotically in 1D and 2D.

From Figure 6.26, we can see that the asymptotic results in Proposition 6.4.1

for nondegenerate case are very accurate in both weakly interaction regime, i.e.

0  � ⌧ 1, and strongly repulsive interaction regime, i.e. � � 1, while the

asymptotic results roughly captures the leading order behavior for the degenerate

case. In addition, our numerical results suggest that both �E(�) and �µ(�) are

increasing functions for � � 0, which immediately imply that

�1E := inf
��0

�E(�) � ⇡2

2L2

1

, �1µ := inf
��0

�µ(�) � ⇡2

2L2

1

. (6.4.12)

Based on above asymptotic results and numerical results, a conjecture for the general

case is proposed as follows.

Gap Conjecture (for GPE on a bounded domain with homogeneous Neumann

BC). Suppose the domain ⌦ is a convex bounded domain and the external potential
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Figure 6.26: Fundamental gaps in energy of the GPE for di↵erent �’s in 1D with

⌦ = (0, 2) (top), in 2D with ⌦ = (0, 2) ⇥ (0, 1) (middle) or ⌦ = (0, 2) ⇥ (0, 2)

(bottom). The homogeneous Neumann boundary condition is applied.
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V (x) is weakly convex, we speculate the following gap conjecture for the fundamental

gaps of the GPE with homogeneous Neumann BC,

�1E := inf
��0

�E(�) � ⇡2

2D2

, �1µ := inf
��0

�µ(�) � ⇡2

2D2

. (6.4.13)



Chapter 7
Energy Asymptotics of the NLSE

7.1 The nonlinear Schrödinger equation (NLSE)

In this chapter, we will consider the dimensionless time-independent nonlinear

Schrödinger equation (NLSE) in d-dimensions (d = 3, 2, 1) [10, 14, 21,54,93, 103]
ñ
�1

2
�+ V (x) + �|�(x)|2�

ô
�(x) = µ�(x), x 2 ⌦ ✓ Rd, (7.1.1)

where � := �(x) is the wave function (or eigenfunction) normalized via k�k
2

= 1,

V (x) is a given real-valued potential, � � 0 is a dimensionless constant describing the

repulsive (defocussing) interaction strength, � � 0 represents di↵erent nonlinearities,

and the eigenvalue (or chemical potential in physics literature) µ := µ(�) is defined

as [10, 14, 54,93]

µ(�) = E(�) +
��

� + 1

Z

⌦

|�(x)|2�+2dx, (7.1.2)

with the energy E := E(�) defined as [14, 103]

E(�) =
Z

⌦

ñ
1

2
|r�(x)|2 + V (x)|�(x)|2 + �

� + 1
|�(x)|2�+2

ô
dx. (7.1.3)

Again, if ⌦ is bounded, the homogeneous Dirichlet BC, i.e. �(x)|@⌦ = 0, needs to

be imposed. Thus, the time-independent NLSE (7.1.1) is a nonlinear eigenvalue

problem under the constraint k�k
2

= 1. It is a mean field model arising from Bose-

Einstein condensates (BECs) [4, 10, 54, 76], nonlinear optics [50], and some other

159
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applications [1, 93, 103] that can be obtained from the Schrödinger equation (1.1.3)

via the Hartree ansatz and mean field approximation [14, 45, 79, 93]. When � = 0

or � = 0, it collapses to the time-independent linear Schrödinger equation. When

� = 1, the nonlinearity is cubic and it is usually known as the Gross-Pitaevskii

equation (GPE) [10, 54, 55, 93]. When � = 2, the nonlinearity is quintic and it is

used to model the Tonks-Girardeau (TG) gas in BEC [65,77,79,107].

The ground state of the NLSE (7.1.1) is usually defined as the minimizer of the

non-convex minimization problem (or constrained minimization problem) [10,14,54,

76]

�g = argmin
�2S

E(�), (7.1.4)

where S = {� | k�k2
2

:=
R
⌦

|�(x)|2dx = 1, E(�) < 1, �|@⌦ = 0 if ⌦ is bounded}.
Similar to the case when � = 1 [14,80,112], we have the following theorem concerning

the existence and uniqueness of the ground state [97].

Theorem 7.1.1. (Existence and uniqueness) Suppose V (x) � 0 satisfies the confin-

ing condition, i.e. lim
|x|!1

V (x) = +1, where x 2 Rd, then there exists a minimizer

�g 2 S if one of the following conditions holds

(i) � 2 R for 0 < d� < 2,

(ii) � > � (�+1)

2

Cb(d, �) when d� = 2,

(iii) � � 0 for d� > 2,

where Cb(d, �) := inf
0 6=f2H1

(Rd

)

krfkd�kfk2+(2�d)�

kfk2�+2
2�+2

. Furthermore, when � � 0, � � 0,

the ground state can be chosen as nonnegative |�g|, and �g = ei✓|�g| for some con-

stant ✓ 2 R. For � > 0 and � � 0, the nonnegative ground state is unique.

In contrast, there exists no ground state if one of the following conditions holds

(i’) � < � (�+1)

2

Cb(d, �) when d� = 2;

(ii’) � < 0 for d� > 2.

Thus, from now on, we consider � � 0 and � � 0 and refer to the ground

state as the nonnegative one. It is easy to see that the ground state �g satisfies the
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time-independent NLSE (7.1.1) and the normalization constraint. Hence it is an

eigenfunction (or stationary state) of (7.1.1) with the least energy.

7.2 Asymptotic results under a box potential

In this section, we take ⌦ =
Qd

j=1

(0, Lj) with Lj > 0 for j = 1, . . . , d, V (x) ⌘ 0

for x 2 ⌦ in the NLSE (7.1.1) with the homogeneous Dirichlet BC, i.e. the NLSE

with a box potential. We denote the ground state as ��,�g (x), obtained from (7.1.4),

for any given � � 0 and � � 0, and the corresponding energy and chemical potential

are denoted as Eg(�, �) = E(��,�g ) and µg(�, �) = µ(��,�g ), respectively. For � = 0,

it collapses to the linear Schrödinger equation and the ground state ��,0g (x) = �0

g(x)

with �0

g(x) given in (6.1.6). Thus from now on, we assume � > 0.

7.2.1 Approximations with a fixed nonlinearity �

When 0  � ⌧ 1, i.e. weakly repulsive interaction regime, we can approximate

the ground state ��,�g (x) by �0

g(x) given in (6.1.6). Thus we have,

Lemma 7.2.1. When 0  � ⌧ 1, i.e. weakly repulsive interaction regime, the

ground state ��,�g can be approximated as

��,�g (x) ⇡ �0

g(x) = 2
d

2A
0

dY

j=1

sin

Ç
⇡xj

Lj

å
, x 2 ⌦̄, (7.2.1)

and the corresponding energy and chemical potential can be approximated as

Eg(�, �) = A
2

+
2d(�+1)A2�

0

�

(� + 1)⇡d

"
�(� + 3

2

)�(1
2

)

�(� + 2)

#d
+ o(�), (7.2.2)

µg(�, �) = A
2

+
2d(�+1)A2�

0

�

⇡d

"
�(� + 3

2

)�(1
2

)

�(� + 2)

#d
+ o(�), 0  � ⌧ 1.

(7.2.3)

Proof. Plugging (7.2.1) into (1.3.6) with V (x) ⌘ 0, we get

Eg(�, �) = E(��,�g ) ⇡ E(�0

g) =
Z

⌦

ñ
1

2
|r�0

g(x)|2 +
�

� + 1
|�0

g(x)|2�+2

ô
dx. (7.2.4)
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Substituting (7.2.1) into (7.2.4) and noting (6.1.3), we can obtain (7.2.2) after per-

forming a detailed computation, which is omitted here for brevity. Similarly, we can

obtain (7.2.2) via (1.3.5) and (7.2.1).

When � � 1, i.e. strongly repulsive interaction regime, the simplest approxi-

mation of the ground state is via the Thomas-Fermi (TF) approximation. Then we

have,

Lemma 7.2.2. When � � 1, i.e. strongly repulsive interaction regime, the TF

approximation of the ground state can be given as

��,�g (x) ⇡ �TF
g (x) = A

0

, x 2 ⌦, (7.2.5)

and the corresponding energy and chemical potential can be approximated as

Eg(�, �) ⇡ ETF
g =

A2�
0

� + 1
�, µg(�, �) ⇡ µTF

g = A2�
0

�, � � 1. (7.2.6)

Proof. Dropping the di↵usion term in (7.1.1) with V (x) ⌘ 0, we get

µTF
g �TF

g (x) = �|�TF

g (x)|2��TF

g (x), x 2 ⌦. (7.2.7)

Solving the above equation, we get

�TF
g (x) =

 
µTF
g

�

! 1
2�

, x 2 ⌦. (7.2.8)

Plugging it into the normalization condition, we get the second equation in (7.2.6)

and thus, we can obtain the TF approximation (7.2.5). Inserting (7.2.5) into (1.3.6)

with V (x) ⌘ 0, we obtain the first equation in (7.2.6).

Note that the TF approximation (7.2.5) does not satisfy the homogeneous Dirich-

let BC. Therefore, the approximation is not uniformly accurate. In fact, there exists

a boundary layer along @⌦ in the ground state when � � 1. Similar to the case of

� = 1 [25, 26], by using the matched asymptotic expansion method, we can obtain

an approximate ground state which is uniformly accurate when � � 1.
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Lemma 7.2.3. When � � 1, i.e. strongly repulsive interaction regime, a uniformly

accurate ground state approximation can be given as

��,�g (x) ⇡ �MA
g (x)

=

 
µMA
g

�

! 1
2� dY

j=1

h
'�
⇣
xj

q
µMA
g

⌘
+ '�

⇣
(Lj � xj)

q
µMA
g

⌘

�'�
⇣
Lj

q
µMA
g

⌘i
, (7.2.9)

where '�
Ä
Lj

»
µMA
g

ä ⇡ 1 and µMA
g ⇡ µg(�, �) = O(�) is the approximate chemical

potential determined by the normalization condition k�k
2

= 1 and '�(x) satisfies

the problem
8
>><

>>:

'�(x) = �1

2

'00
�(x) + '2�+1

� (x), 0 < x < +1,

'�(0) = 0, lim
x!+1

'�(x) = 1.
(7.2.10)

Proof. For the simplicity of notation, we only prove it in 1D here. Extension to

higher dimensions can be done via dimension-by-dimension. When d = 1, there are

two boundary layers in the ground state at x
1

= 0 and x
1

= L
1

, respectively. Near

x
1

= 0, we introduce the new variables

x̃ = x
1

»
µg(�, �), '�(x̃) =

Ç
�

µg(�, �)

å 1
2�

�(x
1

), x
1

� 0. (7.2.11)

Substituting (7.2.11) into (7.1.1) with d = 1, ⌦ = (0, L
1

) and V (x) ⌘ 0 and then

removing all ,̃ we get (7.2.10). After obtaining the solution of (7.2.10), an inner

approximation of the ground state near x
1

= 0 is given as

��,�g (x
1

) ⇡
Ç
µg(�, �)

�

å 1
2�

'�
⇣
x
1

»
µg(�, �)

⌘
, 0  x

1

⌧ 1. (7.2.12)

Similarly, we can get the inner approximation of the ground state near x
1

= L
1

as

��,�g (s) ⇡
Ç
µg(�, �)

�

å 1
2�

'�
⇣
s
»
µg(�, �)

⌘
, 0  s := L

1

� x
1

⌧ 1. (7.2.13)

Combining (7.2.12), (7.2.13) and the outer TF approximation (7.2.5), using the

matched asymptotic expansion method via denoting µTF

g and µg(�, �) by µMA

g , we

can obtain (7.2.9).
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When � = 1, i.e. GPE, the solution of (7.2.10) is given as '
1

(x) = tanh(x) for

x � 0 [25, 26]. For 0 < � 6= 1, in general, the problem (7.2.10) cannot be solved

explicitly. But a mathematical analysis of '�(x) can be done as follows to get some

properties of it. Multiplying (7.2.10) by '0
�(x), we get

1

2

Ä
'2

�(x)
ä0
= �1

4

Ä
('0

�(x))
2

ä0
+

1

2� + 2

Ä
'2�+2

� (x)
ä0
, x > 0. (7.2.14)

Therefore, we have

'2

�(x) = �
1

2
('0

�(x))
2 +

1

� + 1
'2�+2

� (x) + C, x � 0, (7.2.15)

where C is the integrating constant. When x ! +1, we have '�(x) ! 1 and

'0
�(x)! 0. So we get C = �

1+�
. Letting x = 0 in (7.2.15), we get

'0
�(0) =

s
2�

� + 1
, � > 0. (7.2.16)

For � > 0, by using the maximum principle, we have 0  '�(x) < 1 for x � 0.

When � ! 1, we have '2�+1

� (x) ! 0 for x � 0. Therefore, when � ! 1, noting

(7.2.16), the problem (7.2.10) converges to the following linear problem:
8
>><

>>:

'1(x) = �1

2

'00
1(x), x > 0,

'1(0) = 0, '0
1(0) =

p
2.

(7.2.17)

Solving this problem, we obtain (7.2.18) immediately. ⇤
To illustrate the solution '�(x) of (7.2.10), Figure 7.1 plots '�(x) obtained nu-

merically for di↵erent �. From this figure, we can see that: (i) For any � > 0, '�(x)

is a monotonically increasing function. (ii) When � ! +1, '�(x) converges to

'1(x) uniformly for x � 0 (cf. Figure 7.1).

The results for '�(x) can be formulated as the following lemma.

Lemma 7.2.4. For any � > 0, the solution '�(x) of (7.2.10) is a strictly increasing

function for x � 0 and satisfies '0
�(0) =

q
2�
�+1

. In addition, when � ! +1, we

have

'�(x)! '1(x) =

8
>><

>>:

sin(
p
2x), 0  x <

p
2⇡
4

,

1, x �
p
2⇡
4

.
(7.2.18)
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Figure 7.1: Plots of the solution '�(x) of the problem (7.2.10) for � = 1, 3, 10,1
(with the order from right to left).

Combining Lemmas 7.2.3 and 7.2.4, we get the width of the boundary layers in

the ground state of the NLSE in strongly repulsive interaction regime, i.e. � � 1,

is of order O

Ç
1p
�

å
for any � > 0, which is the same as in the GPE case [25, 26].

Figure 7.2 shows the relative error of the energy approximation of the ground

state, i.e. e(�) := |E
g

(�,2)�Eapp
g

|
E

g

(�,2)
when � = 2 for di↵erent � � 0 in both weak and

strong interaction regimes.
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Figure 7.2: Relative errors of the energy approximation of the ground state for the

NLSE with L = 1 and � = 2 in 1D with the box potential in the weak (left) and

strong (right) interaction regimes.
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7.2.2 Approximations when � !1
Here we assume � > 0 is a given constant and we shall study the limit of the

ground state ��,�g when � !1. For the simplicity of notation, we will only consider

the NLSE in 1D, i.e. d = 1 on a bounded domain ⌦ = (0, L) with L > 0 a fixed

constant. Then we have

Lemma 7.2.5. For any given � > 0, when � !1, we have

(i) if 0 < L < 1, the ground state converges to the TF approximation

��,�g (x)! �TF
g (x) =

1p
L
, 0 < x < L, (7.2.19)

µg(�, �) ⇡ �

L�+1

!1, Eg(�, �) ⇡ �

(� + 1)L�+1

!1. (7.2.20)

(ii) if L � 2, the ground state converges to the linear approximation

��,�g (x) ⇡ �0

g(x) =

 
2

L
sin
Å⇡x
L

ã
, 0  x  L, (7.2.21)

µg(�, �) ⇡ ⇡2

2L2

+
2�

⇡

Ç
2

L

å� "�(� + 3

2

)�(1
2

)

�(� + 2)

#

! ⇡2

2L2

, (7.2.22)

Eg(�, �) ⇡ ⇡2

2L2

+
2�

(� + 1)⇡

Ç
2

L

å� "�(� + 3

2

)�(1
2

)

�(� + 2)

#

! ⇡2

2L2

; (7.2.23)

(iii) if 1 < L < 2, the ground state converges to

��,�g (x)! �1
g (x) =

8
>>>>>>><

>>>>>>>:

sin( ⇡x
2(L�1)

), 0  x < L� 1,

1, L� 1  x  1,

sin(⇡(L+x�2)

2(L�1)

), 1 < x  L,

(7.2.24)

µg(�, �)! ⇡2

8(L� 1)2
, Eg(�, �)! ⇡2

8(L� 1)
. (7.2.25)

Proof. For any given � > 0, when � � 1, note that

a2� !

8
>>>>><

>>>>>:

0, |a| < 1,

1, a = 1,

+1, a > 1.

(7.2.26)
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Thus, to find the limit of ��,�g (x) when � !1, the main idea is to determine which

term on the left hand side of (7.1.1) is negligible when � >> 1. In the region where

|�(x)| < 1, the nonlinear term can be dropped and we get the linear approximation,

whose solution is the sine function. In the region where |�(x)| > 1, the di↵usion

term can be dropped and we get the TF approximation, whose solution is a constant.

Therefore, there are three possible cases concerning the limit ��,�g (x)! �app(x) for

0 < x < L when � ! +1: (i) |�app(x)| � 1 for all x 2 (0, L), (ii) |�app(x)|  1

for all x 2 (0, L), and (iii) there exists 0 < xc < L/2 such that |�app(x)| � 1 for

x 2 [xc, L� xc] and |�app(x)| < 1 otherwise.

(i) When 0 < L  1, the TF approximation suggests that �app(x) =
»
1/L � 1

for 0 < x < L. Note that the requirement that inf
0<x<L

�app(x) � 1 implies that L  1.

Therefore, we get the necessary and su�cient condition about L for (7.2.19) to be

true.

(ii) When L � 2, the linear approximation suggests that �app(x) = 2

L
sin
Ä
⇡x
L

ä  1

for 0 < x < L. Note that the requirement that sup
0<x<L

�app(x)  1 implies that L � 2.

Therefore, we get the necessary and su�cient condition about L for (7.2.21) to be

true.

(iii) When 1 < L < 2, we may expect neither the linear approximation nor the

TF approximation is valid for 0 < x < L. Instead, a combination of the linear

approximation and TF approximation should be used. To be more specific, for any

fixed � > 0, when � >> 1, there exists a constant x�c such that when x 2 (0, x�c ) or

x 2 [L�x�c , L], the linear approximation is used; and when x 2 [x�c , L�x�c ], the TF

approximation which is a constant, should be used. For x 2 [x�c , L� x�c ], assuming

that ��g (x) = A� with A� > 0 is a constant to be determined, the approximate

solution in (0, x�c ) must be ��g (x) = A� sin
⇣
⇡x
2x�

c

⌘
in order to make the combined

solution to be C1 continuous. Now we need to determine the value of A� and x�c .

By the normalization condition, we get

1

2
=
Z L

2

0

|��g (x)|2dx =
Z x�

c

0

|��g (x)|2dx+
Z L

2

x�

c

|��g (x)|2dx = A2

�

Ç
L

2
� x�c

2

å
.(7.2.27)
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Thus, we have

A� =
1»

L� x�c
. (7.2.28)

In [0, x�c ), dropping the nonlinear term in (7.1.1) and substituting the approximate

solution into it, we get

µg =
⇡2

8(x�c )
2

. (7.2.29)

In [x�c , L� x�c ], dropping the di↵usion term in (7.1.1), we get

µg = �A2�
� . (7.2.30)

Combining (7.2.29) and (7.2.30), we obtain

A2

� =

Ç
⇡2

8�(x�c )
2

å
1/�

. (7.2.31)

Inserting (7.2.28) into (7.2.31), we have

Ç
⇡2

8�(x�c )
2

å 1
�

=
1

L� x�c
. (7.2.32)

Letting � ! 1 and assuming x�c ! xc and A� ! A, we have 1 = 1

L�x
c

, which

implies that xc = L � 1 and we get A = 1 via (7.2.28) when � ! 1. Thus we get

(7.2.24) when � ! 1. µg(�,1) can be computed from (7.2.29) and Eg(�,1) is

from definition (1.3.6),

Eg(�,1) = lim
�!1

Z L

0

ñ
1

2
|r��,�g |2 + �

� + 1
|��,�g |2�+2

ô
dx.

However, direct computation by using (7.2.24) may be unreasonable because we

cannot get the limit of
R
1

L�1

|��,�g |2�+2dx. In fact, to get Eg(�,1), we only need the

upper limit of
R
1

L�1

|��,�g |2�+2dx is bounded, which is true because

0  lim sup
�!1

�
Z

1

L�1

|��,�g |2�+2dx  lim
�!1

µg(�, �) =
⇡2

8(L� 1)2
.

It follows that lim�!1
R L
0

�
�+1

|��,�g |2�+2dx = 0 and

Eg(�,1) = lim
�!1

Z L

0

1

2
|r��,�g |2dx ⇡

Z L

0

1

2
|r��,1g |2dx =

⇡2

8(L� 1)
.
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Figure 7.3: Ground states of the NLSE in 1D with � = 1 and the box potential for

di↵erent � and L = 0.9 < 1 (upper left), 1 < L = 1.5 < 2 (upper right) and L = 2.0

(bottom).
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In order to check our asymptotic results in Lemma 7.2.5, we solve the time-

independent NLSE (7.1.1) numerically by using the normalized gradient flow via

backward Euler finite di↵erence discretization [14, 16–18] to find the ground states

and their corresponding energy and chemical potentials. Figure 7.3 plots the ground

states with � = 1 for di↵erent � and L, and Figure 7.4 depicts the ground state

energy with � = 1 and L = 1.2 for di↵erent �.
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Figure 7.4: Ground state energy of the NLSE in 1D with � = 1, L = 1.2 and the

box potential.

7.3 Asymptotic results under a harmonic poten-

tial

In this section, we take ⌦ = Rd and V (x) = �2|x|2
2

with � > 0 a constant in

the NLSE (7.1.1), i.e. the NLSE with a harmonic potential. We denote the ground

state as ��,�g (x), obtained from (7.1.4), for any given � � 0 and � � 0, and the

corresponding energy and chemical potential are denoted as Eg(�, �) = E(��,�g ) and

µg(�, �) = µ(��,�g ), respectively. For � = 0, it collapses to the linear Schrödinger

equation with the ground state given by ��,0g (x) = �0

g(x), where �
0

g(x) is given in

(6.2.6). Thus from now on, we assume � > 0.
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7.3.1 Approximations with a fixed nonlinearity �

When 0  � ⌧ 1, i.e. weakly repulsive interaction regime, we can approximate

the ground state ��,�g (x) by �0

g(x) given in (6.2.6). Thus we have,

Lemma 7.3.1. When 0  � ⌧ 1, i.e. weakly repulsive interaction regime, the

ground state ��,�g can be approximated as

��,�g (x) ⇡ �0

g(x) =
dY

j=1

Å�
⇡

ã 1
4

e�
�x

2
j

2 , x 2 Rd, (7.3.1)

and the corresponding energy and chemical potential can be approximated as

Eg(�, �) =
d�

2
+

�

(� + 1)
d+2
2

Å�
⇡

ã d�

2

+ o(�), (7.3.2)

µg(�, �) =
d�

2
+

�

(� + 1)
d

2

Å�
⇡

ã d�

2

+ o(�), 0  � ⌧ 1. (7.3.3)

Proof. Plugging (7.3.1) into (1.3.6) with V (x) = �2|x|2
2

, we get

Eg(�, �) = E(��,�g ) ⇡ E(�0

g)

=
Z

Rd

ñ
1

2
|r�0

g(x)|2 + V (x)|�0

g(x)|2 +
�

� + 1
|�0

g(x)|2�+2

ô
dx. (7.3.4)

Substituting (7.3.1) into (7.3.4), after a detailed computation which is omitted here

for brevity, we can obtain (7.3.2). Similarly, we can obtain (7.3.3) via (1.3.5) and

(7.3.1).

When � � 1, i.e. strongly repulsive interaction regime, the simplest approxima-

tion of the ground state is via the TF approximation. Then we have,

Lemma 7.3.2. When � � 1, i.e. strongly repulsive interaction regime, the TF

approximation of the ground state can be given as

��,�g (x) ⇡ �TF
g (x) =

8
>><

>>:

Å
µTF
g

��2|x|2/2
�

ã 1
2�

, �2|x|2  2µTF

g ,

0, otherwise,
(7.3.5)
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and the corresponding energy and chemical potential can be approximated as

µg(�, �) ⇡ µTF

g =

Ñ
�

1
� �d

2
d

2�1dCdB(d
2

, 1 + 1

�
)

é 1
d

2+ 1
�

, (7.3.6)

Eg(�, �) ⇡ ETF

g =
2 + d�

2� + 2 + d�
µTF

g , � � 1. (7.3.7)

where B(a, b) is the standard beta function and Cd is defined in (6.2.12).

Proof. When � � 1, we drop the di↵usion term in (7.1.1) and obtain

�2|x|2
2

�TF

g (x) + �|�TF

g (x)|2��TF

g (x) = µTF

g �TF

g (x), x 2 Rd. (7.3.8)

Solving the above equation, we get (7.3.5). Substituting (7.3.5) into the normal-

ization condition, we get (7.3.6) after performing a detailed computation. Plugging

(7.3.5) into (1.3.6), we get

Eg(�, �) = E(��,�g ) = µ(��,�g )� ��

1 + �

Z

Rd

|��,�g (x)|2�+2dx

⇡ µTF

g �
��

1 + �

Z

Rd

|��,�g (x)|2�+2dx. (7.3.9)

Inserting (7.3.5) and (7.3.6) into (7.3.9), we obtain (7.3.7).

Figure 7.5 depicts the energy asymptotics with � = 2 and � = 3 for di↵erent �’s.

7.3.2 Approximations when � !1
Here we assume � > 0 is a given constant and we shall study the limit of the

ground state ��,�g when � !1. For the simplicity of notation, we will only consider

the NLSE in 1D, i.e. d = 1 with a harmonic potential V (x) = �2x2

2

for � > 0 a

constant. Then we have

Lemma 7.3.3. For any given � > 0, when � !1, we have
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Figure 7.5: Plots of the ground state energy of the NLSE (7.1.1) in 1D under a

harmonic potential with � = 3 and � = 2 (quintic nonlinearity for TG gas) for

di↵erent �’s.

(i) if 0 < �  ⇡, the ground state converges to the linear approximation

��,�g (x) ⇡ �0

g(x) =
Å�
⇡

ã 1
4

e�
�x

2

2 , x 2 R, (7.3.10)

Eg(�, �) ⇡ �

2
+

�

(� + 1)
3
2

Å�
⇡

ã�

2 ! �

2
, µg(�, �) ⇡ �

2
+

�

(� + 1)
1
2

Å�
⇡

ã�

2 ! �

2
;

(7.3.11)

(ii) if � > ⇡, the ground state converges to

��,�g (x)! ��g(x) =

8
>>>>>>><

>>>>>>>:

' (�x) , x < �x�,

1, �x�  x  x�,

' (x) , x > x�,

(7.3.12)

where '(x) is the unique positive ground state of the following linear eigenvalue

problem with µ the corresponding eigenvalue

8
>><

>>:

µ'(x) = �1

2

'00(x) + �2x2

2

'(s), x > x�,

'(x�) = 1, '0(x�) = 0, lim
x!+1

'(x) = 0,
(7.3.13)

with the constant x� � 0 determined by

x� +
Z 1

x
�

|'(x)|2dx =
1

2
. (7.3.14)
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Proof. Similar to the proof of Lemma 7.2.5, in order to find the limit of ��,�g (x) when

� ! 1, the main idea is to determine which term on the left hand side of (7.1.1)

is negligible when � >> 1. In the region where |�(x)| < 1, the nonlinear term can

be dropped and we get the linear approximation, whose solution is the Gaussian

function. In the region where |�(x)| > 1, the di↵usion term can be dropped and we

get the TF approximation. Therefore, there are two possible cases about the limit

��,�g (x) ! �app(x) for x 2 R when � ! +1: (i) |�app(x)|  1 for all x 2 R, (ii)

there exists a xc � 0 such that |�app(x)| > 1 for x 2 [�xc, xc] and |�app(x)| < 1

otherwise.

(i) When 0 < �  ⇡, the linear approximation suggests that �app(x) =
Ä
�
⇡

ä 1
4 e�

�x

2

2 
1 for x 2 R. Note that the requirement that sup

x2R
�app(x)  1 implies that 0 < � � ⇡.

Therefore, we get the necessary and su�cient condition about � for (7.3.10) to be

true.

(ii) When � > ⇡, we may expect neither the linear approximation nor the TF

approximation is valid for x 2 R. Instead, a combination of the linear approximation

and TF approximation should be used. To be more specific, for any fixed � > 0,

when � >> 1, there exists a constant x�c � 0 such that when x 2 (�1, x�c )[(x�c ,1),

the linear approximation is used; and when x 2 [�x�c , x�c ], the TF approximation

�(x) =
⇣
µ
g

��2x2/2
�

⌘ 1
2� which goes to the constant 1 as � ! 1. Therefore, we can

simply use the constant function 1 in the case. The constant x�c can be determined

by the normalization condition. Letting � ! 1 and assuming x�c ! x�, we get

(7.3.12) when � ! 1. Plugging (7.3.12) into the normalization condition, we

obtain (7.3.14).

In order to check our asymptotic results in Lemma 7.3.3, we solve the time-

independent NLSE (7.1.1) numerically by using the normalized gradient flow via

backward Euler finite di↵erence discretization [14, 16–18] to find the ground states

and the corresponding energy. Figure 7.6 plots the ground states with � = 1 for

di↵erent � and �, Figure 7.7 shows the numerical solution of (7.3.13) while Figure 7.8

depicts the energy asymptotics with � = 1 and � = 3 for di↵erent �’s. One thing
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Figure 7.6: Ground states of the NLSE in 1D with � = 1 and � = 3 < ⇡ (top) and

� = 6 > ⇡ (bottom) for di↵erent nonlinearities, i.e. �.
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corresponding to the di↵erent �’s.
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Figure 7.8: Plots of the ground state energy of the NLSE (7.1.1) in 1D under a

harmonic potential with � = 3 and � = 1 for di↵erent nonlinearities, i.e. �’s.

that needs to be pointed out is that we can speculate the solution to (7.3.13) to

have the following properties from Figure 7.7:

(i) x� ! 0, and ��g(x)! �⇡g (x) = e�
⇡x

2

2 when � ! ⇡,

(ii) x� ! 0.5 and ��g(x)! �1
g (x) = 1� 1{|x|�0.5} when � !1.



Chapter 8
Conclusions and Future Works

The thesis focuses on the mathematical analysis and numerical simulation for

the modified Gross-Pitaevskii equation (MGPE), as well as the the fundamental

gap problems for the GPE and the ground state asymptotics for the NLSE. The

main work in my thesis is summarized here and my contributions are highlighted as

well.

1. Mathematical theory and numerical computation of the MGPE

Most e↵orts are devoted to the theory and e�cient computation of ground states.

We not only establish the existence, uniqueness and non-existence results of the

MGPE, but also provide a detailed characterization of the ground states under the

box potential or harmonic potential. It is worth noticing that due to the extra

nonlinear HOI term, we need to compare the e↵ects of both nonlinear terms in

the MGPE and therefore the Thomas-Fermi (TF) approximations become more

complicated. The complete and detailed characterizations of the TF approximations

are listed.

For the strongly anisotropic harmonic potential case, we studied the dimension

reduction problem. A significantly di↵erent scenario for the 3D to 1D case is discov-

ered, which tells us the HOI term in the MGPE does introduce something nontrivial.

E↵ective one-(1D) and two-dimensional (2D) models are derived rigourously.

For computing the ground state, we firstly generalized the methods for the GPE
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case to the MGPE case and numerical accuracy tests are performed. And then,

we propose a new method, which minimizes the discrete energy formulated via the

density function. Due to the possible singularity problems, a regularized energy

needs to be considered instead. The convergence of the regularized energy to the

original one is considered and accuracy tests are performed as well. Finally, some

simple dynamical properties of the MGPE are studied.

In future, the MGPE combined with other terms, such as the dipolar term and

the rotation term, may be considered both theoretically and numerically. It is not

clear now whether the HOI term will result in new phenomenons in such cases. I will

also try to improve the performance of the current numerical methods, especially

the scheme for the dynamics. More stable schemes with higher order convergence

and easy implementation need to be designed.

2. Fundamental gap for the GPE

We provide explicitly the asymptotic expressions for the fundamental gaps in

energy and chemical potential of the GPE with repulsive interaction under some

specially chosen box potentials and harmonic potentials. And gap conjectures con-

cerning the e↵ect of the interaction strength on the fundamental gaps are proposed.

One future work is to make the results more rigorously in mathematics since

currently only asymptotic results are shown here while the analytical results are left

far behind. Other future works include studying the fundamental gap problem for

other equations, for example the MGPE and the fractional Schrödinger operator.

Besides, designing e�cient, accurate and stable numerical schemes for the ground

state and the first excited state is also a topic to be studied in future.

3. Ground state asymptotics for the NLSE

We study the ground state approximations for the NLSE with box or harmonic

potential for several limiting processes: � ! 0 or 1 with � > 0 fixed, OR � ! 1
with � > 0 fixed. The limit process when the power of the nonlinearity goes to 1
is of particular interest, where a bifurcation in the ground states is observed.

One possible future work is to consider the fundamental gap problems for the
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NLSE, which requires me to find more accurate approximations for the ground state

energy and the first excited state energy. E�cient and stable computation for the

ground state and the first excited state is needed as well.
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