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A B S T R A C T

The origin and chaotic propagation of multiple detonative waves in the two-dimensional modelled rotating
detonation combustor fueled by premixed hydrogen/air mixtures are numerically investigated with detailed
chemical mechanism. The discrete reactants inlets are adopted, to mimic the spatial non-uniformity of the
propellant in the practical Rotating Detonation Engine (RDE) combustor. The emphasis is laid on the mechanism
to induce the new detonation waves in the RDE and the influence of the reactant non-uniformity in RDE on the
critical detonation combustion dynamics. The numerical experiments show that the stability and number of the
rotating detonation wave are affected by the inlet total pressures and reactant equivalence ratios. The RDE with
high inlet total pressure would experience chaotic instability before reaching stable propagation of detonation
waves in near-stoichiometric mixtures, while for the RDE with low inlet total pressure, no chaotic propagation
transient after the detonation initiation is observed. It is found that the chaotic propagation stage is responsible
for the variation of the rotating detonative wave number and propagation direction. Frequent detonation ex-
tinction, re-ignition and re-orientation, irregular reactants refill zones, co-rotating and counter-rotating deto-
nation waves are observed during chaotic stage. The explosive spots arising during this stage, which may initiate
new detonation waves, result from the mutual enhancement between the travelling shock waves and the de-
flagrative fronts. Furthermore, the predictability of the chaotic detonation wave propagation is further con-
firmed in terms of the initial and boundary conditions, mesh and chemical mechanism. It is also found that the
fuel equivalence ratio has a considerable impact on the number of the stabilized detonation wave and velocity
deficit.

1. Introduction

Rotating Detonation Engine (RDE) has revived over the past two
decades since the early investigations in the middle of last century
made by Voitsekhovskii [1,2], due to its promising characteristics of
Pressure-Gain Combustion (PGC). Compared to the conventional de-
flagration-dominated combustion mode, its advantages include high
thermodynamic efficiency, specific power and thrust output [3–9].
Meanwhile, compared to other types of PGC engines, such as Oblique
Detonation Engine (ODE) [10–12] and Pulsed Detonation Engine (PDE)
[13], RDE does not need frequently repeated fuel refilling and ignition.
The fundamental physics of Rotating Detonation Combustion (RDC)
relevant to RDE configurations has been studied through numerous
work through theoretical analysis, experimental measurements and
numerical simulations, and the latest research progress is summarized
in several detailed reviews, for instance, by Wolanski [4], Anand and
Gutmark [6], Kailasanath [14], Lu and Braun [3], and Zhou et al. [5].

However, due to the intrinsic complexities (e.g. multi-scale, highly
transient) in RDC, up to now, there are still many unknown mechanisms
which are associated with or even dominate the critical RDC dynamics,
e.g. instability and multiplicity of detonation waves, fuel flexibility,
efficient mixing of fuel and air, and mixed combustion modes of deto-
nation and deflagration.

In particular, for detonation instability, it can be characterized by
different phenomena, e.g. detonation pulsating propagation, quenching
and re-initiation [15]. There have been numerous fundamental studies
available from the literature. For instance. Short et al. [16–18] conduct
theoretical analysis and numerical simulations on one-dimensional
pulsating detonation and identify mechanisms for the pulsating phe-
nomena. Radulescu and Lee study the mechanisms of detonation pro-
pagation and failure in porous-walled tubes, through revealing the
evolutions of frontal structures [19]. Recently, the effects of shock tube
scale, initial pressure and combustible mixture on the detonation in-
stability have been investigated experimentally by Zhang et al. [20–22].
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In the context of RDE, detonation instability also has important effects
on the novel unsteady phenomena, e.g. bifurcation of detonation wave
and transient chaotic propagation [6], but currently their intrinsic
mechanisms have not clarified yet.

This work will be focused on the origin of the dual or multiple de-
tonation waves (for brevity, hereafter, we will term both phenomena as
wave multiplicity) and their chaotic propagation before stably propa-
gating Rotating Detonative Waves (RDWs) are achieved. Here multi-
plicity generally means the bifurcation of the detonation wave number
and variation of their propagation direction (for instance, co-rotating
and counter-rotating). Multiplicity of detonation waves in RDE is re-
ported from both experimental and numerical simulations [6]. The
early discussion about multiple RDWs was made by Bykovskii et al.
[23,24] through his RDE experiments with various fuels for rocket
motors and ramjet combustors. Based on their results, significant ve-
locity decrease can be seen when the RDW number increases due to the
increase of the propellant mass flow rate. Then RDE operation with
multiple (two to nine) detonation waves have been also observed by
different researchers [25–39] and a detailed summary is provided by
Anand and Gutmark [6]. The factors that influence or induce the
change of the RDW number include mixture reactivity (e.g. global
equivalence ratio), propellant injector configuration (e.g. injector spa-
cing), manifold stagnation pressure (or mass flow rate) and hot
chamber wall surface.

The foregoing observations are mainly made through the response
of the pressure signals and/or RDE imaging after regulating some
quantities of interest. Nevertheless, due to the limitations of the mea-
surement techniques, the detailed or accurate mechanism for the bi-
furcation of RDW number is still not clear. Meanwhile, the RDE ex-
perimental measurements (e.g. Refs. [6,27,30,38]) show that change of
RDW number is always accompanied or preceded by a finitely long
period with highly transient chaotic RDW propagation, which is char-
acterized by the strong fluctuations of the measured pressure signals
from RDEs. So far, it is still difficult to actively control the variations of
the RDW number during this chaotic RDW propagation process towards
optimizing the overall RDE performance.

In order to understand the mechanism about the formation of
multiple RDWs, Wang and his co-workers conducted three-dimensional
numerical simulations on RDEs fueled with premixed stoichiometric
H2/air mixture using Euler equation and one-step chemistry [40–42].
The spacing between injectors is taken into consideration in their RDE
model. Their results demonstrate the new RDWs are generated from the
shock waves surviving from the collisions between two counter-rotating
detonative waves and also the interactions between the detonation and
oppositely travelling shock waves [40–42]. In their simulations with
Euler equation and two-step induction-reaction model, Teng et al. [43]
find that the multiple detonation waves are formed due to the inter-
actions between the fuel jet flow and the shock waves induced by the
initial ignition. In the three- and two-dimensional simulations of H2/air
RDEs with Euler equation and induction parameter chemical model by
Schwer and Kailasanath [44], the new detonation wave is caused by the
ignition of the unburned reactant compressed by the shock waves,
which are reflected from the nozzle exit. Through the two-dimensional
simulations of H2/air RDEs with detailed chemistry and real injection
nozzles [45], Sun et al. highlight that the combustion along the contact
interface between the fresh premixture and the burned gas from the last
RDW cycle may induce a new detonation through interacting with the
above shocks under favorable conditions.

Deng et al. explore the feasibility of mode control (i.e. number and
direction of RDW) in non-premixed H2/air RDC with Euler equations
and detailed mechanism, through changing oxidizer mass flow rate,
chamber length and exit blockage ratio [31]. They find that higher
reactivity of the propellant would lead to its pre-combustion before the
detonation front, which may develop into a detonation due to the shock
wave amplification by coherent energy release mechanism. Multiple
(up to four) RDWs of CH4/air mixtures are also seen from the three-

dimensional Reynolds-averaged Navier-Stokes studies by Frovol et al.
with five-step chemical mechanism [29]. In their work, re-initiation of
new RDWs is attributed to the reflected shocks from the downstream
outer nozzle and their interactions with the upstream refilling gas close
to the head end.

Through the above numerical investigations [29,31,40,41,44,45],
the propagating shock waves and the autoignition in compressed pre-
mixtures are the two significant premises to induce the new detonative
fronts and therefore RDWs. However, the detailed transients from lo-
calized auto-ignitive or explosive pockets in RDE flow fields to self-
sustaining RDWs and the concurrent chaotic propagation stage are not
investigated therein. Therefore, our understanding of the origin and
subsequent evolution of new detonation waves in RDE it still needed to
be improved.

In this work, we aim to investigate the transient evolutions of the
detonative wavelets into RDWs and the corresponding chaotic propa-
gation period with two-dimensional RDE model and detailed chemical
mechanism for H2/air combustion. A series of numerical experiments
will be conducted through changing the stagnation pressure and re-
actant equivalence ratios at the upstream boundary. The emphasis is
placed on the influence of the reactant non-uniformity in RDE on the
critical RDC dynamics and the mechanism to induce the newly spawned
detonation waves in the RDE. The rest of the paper is organized as
follows: in Section 2, numerical methods and physical model are pre-
sented. The numerical results are presented and discussed in Section 3.
Finally, the main conclusions drawn from our work are summarized in
Section 4.

2. Governing equation and physical model

2.1. Governing equation

The Navier-Stokes equations together with the species mass fraction
equations are solved for the compressible, multi-component and re-
active flows, i.e.
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in which t is time and ( ) is divergence operator in Cartesian co-
ordinate. N is the number of species. The variables , u, E , p, Ym, T , D,
and j are the density, velocity vector, total energy, pressure, mass
fraction of m-th species, temperature, molecular mass diffusivity, vis-
cous stress tensor and diffusive heat flux, respectively. Note that no
body forces (like gravity force) are considered in the current work.
Pressure is calculated through the equation of state, i.e. =p RT . Here
R is specific gas constant of the mixture. It is assumed that the Lewis
number is equal to 1, so the mass diffusivity D is calculated as

=D k C/ p, where Cp is the heat capacity at constant pressure and k is
the thermal conductivity calculated using the Eucken approximation
[46], = +k µC R C(1.32 1.37 / )v v . Here Cv is the heat capacity at con-
stant volume and μ is dynamic viscosity, and is predicted with Su-
therland’s law, = +µ A T T T/(1 / )s S , where =As

× K1.67212 10 kg/m s6 is the Sutherland coefficient and =T 170.672S
K is the Sutherland temperature. In addition, m and

= h h m( , is the formation enthalpy of -th species)T m
N

m m m1 in Eqs.
(3) and (4) are respectively the source terms accounting for the species
generation/destruction rate and heat release rate from the chemical
reactions.
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The governing equations, i.e. Eqs. (1)–(4), are discretized with cell-
centered finite volume method and solved by a density-based solver,
RYrhoCentralFoam, which is developed from the fully compressible non-
reactive flow solver rhoCentralFoam in the framework of OpenFOAM
5.0 [47]. This solver can simulate compressible flows and performs
accurate shock capturing in a collocated, polyhedral, finite-volume
framework using non-oscillatory central schemes. rhoCentralFoam itself
is validated by Greenshields et al. [48] using various benchmark tests,
whilst the reactive solver RYrhoCentralFoam has been validated for
supersonic flow [49] and detonative combustion problems [50]. For the
latter, in particular, good agreements are achieved about the overall
behaviors of rotating detonation combustion, including the propagation
speed and flow structure, as well as the cell size of the two-dimensional
hydrogen-air detonation under different pressures [50].

In this work, the second-order implicit backward method is em-
ployed for temporal discretization and the time step is adjusted auto-
matically by the solver to ensure that the maximum Courant number
(i.e. CFL number) is less than 0.1 (the corresponding time step is about
10-9 s). Second-order Godunov-type central and upwind-central
schemes following Kurganov et al. [51] are used to discretize the con-
vection terms in Eqs. (1)–(4). Second-order central differencing scheme
is applied for the diffusion terms in Eqs. (2) and (3). The chemistry-
related source terms, m and T , in Eqs. (3) and (4) are solved with
Euler implicit method. This selection is based on our stand-alone tests
of one-dimensional detonation tube using various chemistry solvers
interfaced with RYrhoCentralFoam, including the aforementioned one
and other stiff ODE solvers (seulex [52], SIBS [52] and L-stable em-
bedded Rosenbrock ODE solver of order 3 [53]). Small difference can
be seen from the results of the species mass fractions and temperature
computed by these methods. About the computational cost, however,
the Euler implicit method is about 83%, 86% and 71% faster than the
seulex, SIBS and Rosenbrock solvers, respectively.

In the present simulations, detailed chemical mechanism of hy-
drogen oxidation (including 19 elementary reactions and 9 species)
[54] is used for simulating detonative and deflagrative combustion in
RDE. It has been validated in our previous work on RDE simulations
[50] and used in other previous investigations [55–58]. In particular,
from our previous work [50], good agreements are observed in terms of
the ignition delay time (ranging from 2 atm to 64 atm) and Chap-
man–Jouguet (C–J) speed, through the comparisons with the corre-
sponding experimental or theoretical data. It is found that applications
of detailed chemical mechanisms are of great importance to predict the
instability features of the deflagrative front between the fuel refill re-
gion and the burned gas in RDE configurations, which is also empha-
sized by Sun et al. [45]. This instability would further influence the
dynamics (e.g. wave height fluctuation, propagation speed deficit and
even self-excited instability) of the rotating detonation wave front and
therefore the overall performance of the RDE [50].

2.2. Numerical set-up

A flattened two-dimensional rectangular computational domain (see
Fig. 1) is used in this work to mimic that of the originally annular RDE
combustor. Although some three-dimensional effects on rotating deto-
nation propagation cannot be accounted for, such as wall boundary
layer effect and lateral relief [6], however, the main characteristics of
the combustion dynamics (e.g. detonation propagation) and flow pat-
terns (e.g. shock wave evolutions) are expected to be predicted rea-
sonably well, based on the previous two-dimensional RDE numerical
investigations [59–62]. Meanwhile, it is also assumed that these three-
dimensional effects are not important in the current investigations on
the RDW spontaneous initiation and chaotic propagation. The length (x-
direction) of the domain is 280 mm (equivalent to the circumference of
the middle plane of 3D combustor, and the equivalent diameter is
around 90 mm), whereas the height (y-direction) is 100 mm (equivalent
to the height of the typical 3D RDE). These scales are close to those of

the practical laboratory-scale RDE chambers, such as the ones in-
vestigated by Bluemner et al. [63].

The boundary conditions are also marked in Fig. 1. The outlet is
assumed to be non-reflective, which can ensure that the flows can leave
the computational domain without any perturbation for the upstream
flow field, including the deflagration and detonation fronts (as marked
in Fig. 1). The left and right boundaries are periodic, so that the de-
tonation waves can continuously propagate inside the domain. For the
upstream boundary, fuel inlet and wall surface are alternately arranged,
as schematically shown in the dashed box of Fig. 1. For the wall sur-
faces, no-slip, non-penetrating and adiabatic conditions are enforced.
The area ratio (in two-dimensional case, reduced to length ratio) is
assumed to be fixed as 2:3, i.e. 2 mm and 3 mm respectively. With this
length ratio, sufficient fuel supply can be ensured, and meanwhile the
effect of mixing between the premixture and the burned gas on RDW
propagation becomes outstanding. It should be acknowledged that
various area ratios may demonstrate different RDW behaviors [44].
However, this is beyond the scope of the current work, and will be
studied in our future studies.

This configuration is introduced to model the discrete fuel injection
systems used in the practical RDE burners. Addition of the solid wall
surfaces between two fuel inlets may result in new features about the
flow fields of RDE burner, for instance, localized recirculating flows and
vitiated gas (from the last round of the detonation wave) between two
fresh fuel streams, as well as reactant mixing between hot and fresh gas
[40,41,44,45,64]. These would lead to significant transient character-
istics related to formation of auto-igniting or explosive spots, detona-
tion wavelets and chaotic propagation, as will be discussed in Section 3.
Similar discrete inlet configuration has also been used by, e.g. Wang
et al. [40,41] and Fujii et al. [65], to study the detonation propagation
in the RDE model chamber.

The premixed stoichiometric H2-air mixture is injected into the RDE
chamber through 56 inlets (see Fig. 1) on the upstream boundary. The
detailed structures of the reactants injector are not considered in this
work, and this can avoid the extra flow characteristics, e.g. the re-
flective shocks from the nozzle exit [44,45], which would induce ex-
plosive pockets. The inlet conditions (specifically, pressure pi, tem-
perature Ti and velocity normal to the inlet v) simply depends on the
relations between inlet local pressure p (extracted from the first cell in
internal field near the inlet) and total pressure Po assuming isentropic
expansion [40,41,61,66–68]. This results in three scenarios as below:

(1) If p ≥Po, then there are no reactants injected into the chamber
through the individual inlets, which are treated as solid walls and
no flashback can occur. Therefore, the local pressure pi, tempera-
ture Ti and velocity v of these inlets respectively satisfy the fol-
lowing conditions (T is the local temperature from the internal field
near the inlet)

= = =p p T T v, and 0;i i (5)

(2) If Pcr < p< Po, then the flows at the inlet are not choked, and
therefore
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(3) If p ≤ Pcr, then the flows at the inlet are choked, and therefore
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The critical pressure Pcr is calculated from the choking condition,
based on the total pressure and reactant specific heat ratio,
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R 1 . To is the inlet total temperature. R is the specific

heat capacity ratio of the mixture.
For the initial field (at t = 0), the composition of a rectangular

region (280 mm × 12 mm) closer to the inlet of the computational
domain in Fig. 1 is initialized with the stoichiometric H2-air. To initiate
a propagating detonation front, a rectangular hot pocket
(1 mm × 12 mm) with high temperature (2000 K) and pressure
(40 atm) is introduced at the lower left corner as shown in Fig. 1. This
pocket is sufficient to generate the self-propagating detonative front in
the initial field. Meanwhile, for the first cycle in which the detonative
front travels towards the right side, the lateral boundaries are tem-
porarily presumed to be non-permeable walls, to avoid the back-
propagation of the detonative wave from the right side due to the initial
hot pocket. This strategy can remove the shock wave counter-propa-
gating with newly initiated detonation wave, as seen in Refs. [40,41], to
achieve a stably travelling detonation front in the first cycle.

The domain in Fig. 1 is discretized with 352,800 Cartesian cells. In
the x-direction, the cell spacing in the x-direction is uniform, i.e.
0.2 mm. For the y-direction, it is stretched from 0.1 mm at the inlet to
1 mm at the outlet with the stretching ratio being 10. It should be ac-
knowledged that these resolutions are not expected to resolve the de-
tailed detonation structures (the half reaction thickness obtained from
the calculated ZND, Zeldovich-Neumann-Doring, structure is about
0.2 mm with initial temperature of 300 K and pressure of 1 atm based
on the chemical mechanism given in Section 2.1 and the Shock & De-
tonation Toolbox developed by Shepherd and his co-workers [69]). The
similar resolutions (0.1–0.2 mm) are also used in our and other two-
dimensional RDE modelling work [50,60,66], in which the main RDC
fields are well predicted. The sufficiency of the mesh resolution for our
simulations of RDE has been confirmed in our previous work [50],
through performing the mesh sensitivity analysis, and therefore will not
be expanded here.

2.3. Information of the numerical experiments

The information of the simulated cases, i.e. Case 1–Case 6, is ta-
bulated in Table 1. For all the cases, the total temperature To of the
reactant mixture is 300 K, and the length ratio of the inlet and wall
surface is 2:3. The total pressure Po is increased from 5 atm in Case 1 to
30 atm in Case 6 with the increment of 5 atm. In general, the increase of
the total pressure Po can directly lead to the increase of the inlet mass
flow rates of the reactants streams [6,23].

Based on our numerical simulations, different transient behaviours

are observed after the H2/air premixture is ignited using the hot pockets
in Fig. 1, including chaotic and non-chaotic propagation of the RDWs,
as listed in Table 1. Specifically, Cases 1 and 2 do not show chaotic
propagation, whereas Cases 3–6 have. Additionally, all these six cases
can ultimately stabilize. Phenomenologically, chaotic propagation can
be characterized by the following general symptoms from our simula-
tion results: (1) highly irregular and even disconnected reactants refill
zones, (2) highly wrinkled contact surface between the fresh reactants
and burned gas, (3) non-uniform propagation speed and frequency of a
continuous detonation front, (4) frequent formation of new explosive
spots and further evolution into new detonation waves and (5) finitely
long period. These aspects are qualitatively consistent with the corre-
sponding findings from numerical simulations (e.g. Refs. [31,44,45])
and experimental measurements (e.g. Refs. [31,37,64]).

3. Results and discussion

3.1. General RDC characteristics

In this Section, the general features of the detonation propagation in
Cases 1–6 will be presented, which correspond to variable total pres-
sures Po, from 5 atm to 30 atm, as tabulated in Table 1. Note that the
results in this Section are extracted from the instants when the RDWs
are self-sustaining and stable. Fig. 2(a)–(f) respectively show the dis-
tributions of instantaneous temperature and pressure when the RDWs
are stable after a sufficiently long period. It can be seen that when the
total pressure is relatively low, e.g. 5 atm in Case 1 and 10 atm in Case
2, only one detonation wave is observed, while Cases 3–6 with higher
total pressure stabilize with dual detonation waves. The relation be-
tween the detonation wave number and the total pressure (or mass flow
rate) has also been observed, e.g. by Suchocki et al. [35], Anand et al.
[32] and Deng et al. [31]. Moreover, for these situations with dual

Fig. 1. Computational domain and boundary con-
ditions in two-dimensional rotating detonation en-
gine [50]. The red rectangular region with high
(2000 K) and pressure (40 atm) is used for initiating
the rotating detonation at t = 0. (For interpretation
of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Table 1
Information of the numerical experiments.

Case Total pressure (atm) Transient characteristics

1 5
No chaotic propagation2 10

3 15

Chaotic propagation
4 20
5 25
6 30
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detonation waves, their propagation directions are different: specifi-
cally, rightward in Cases 3 and 4, whereas leftward in Cases 5 and 6. As
mentioned in Section 2.3, after the detonation is initiated using the hot
spot (see Fig. 1) in Cases 3–6, they undergo a finitely long chaotic
propagation stage and sometimes alternate with short stable propaga-
tion prior to ultimate stabilization. New detonative waves are formed
during the chaotic propagation stage, interacting with the existing de-
tonation and deflagration fronts alike. However, for Cases 1 and 2 in
Fig. 2(a) and (b), no extra detonative combustion front is initiated, and
the chaotic propagation is not observed based on our numerical ex-
periments. The underlying mechanism and the transients of chaotic
propagation will be further discussed in Section 3.2.

The propagation speed of the detonation wave in Cases 1–6 are
detailed in Table 2. Here the detonation wave speed is calculated by
averaging the instantaneous speed when the detonation wave propa-
gates stably, and the instantaneous speed is determined by the propa-
gation distance within two sufficiently short adjacent instants (about 10
µs). The propagation speeds of double detonation waves in Cases 3–6
are around 10% lower than those with one detonation wave in Cases 1
and 2. This deviation is close to the results observed in the experiment
studies [6,23,70,71]. This may be caused by the shorter mixing time in
dual-wave cases than that in one-wave mode, due to the shortened

reactants refill zone as presented in Fig. 2.
The deficits of detonation wave speed are also presented in Table 2,

in which the calculated speeds of single detonation wave and dual
detonation waves in the present simulations are about 8% and 15%
lower than the C–J velocity (about 1,960 m/s), respectively. Noted that
the measured speeds in the experiments of practical RDE combustor
[6,23,70,72] are typically about 10% to 30% lower than the C–J ve-
locity. The reasons about the deficits of detonation wave speed can be
diverse and so far it is still difficult to pinpoint the factor(s) from a
specific case [6]. The fundamental studies of detonation propagation
[21,73–75] suggest that the detonation velocity deficits are mainly af-
fected by the shock tube width, shock tube wall boundary layer, axial
momentum loss due to the mass flow divergence in the reaction zone
and the instabilities behind detonation waves. Regarding the velocity
deficits observed in RDE, some researchers attribute to, for instance, the
reactants layer height, channel width, curvature of annular combustion
chamber and mixture reactivity [32,33,70,76]. In our previous work
using a continuous reactant injector model (without walls) [50], the
detonation wave velocity deficit is about 4%, much lower than all the
counterpart results in Table 2. Therefore, reactant mixing due to the
discontinuous injection of fresh reactants may be responsible for the
higher velocity deficits predicted from this work. This is expected to be
more outstanding in RDE with separate reactant injections, where ef-
ficient fuel and oxidizer mixing is needed before the rotating detonation
wave arrives [6]. The reactant mixing effects in the triangular fuel
zones of Cases 2 and 4 will be further discussed in Figs. 3–5 below.

Fig. 3 shows the enlarged distributions of instantaneous tempera-
ture, Heat Release Rate (HRR) and H2 mass fraction gradient ( Y| |H2 ) in
two regions from Case 2, which are denoted by “Z1” and “Z2” in
Fig. 2(b). They respectively visualize the details close to and far from
the detonative front. It can be seen that the hot product gas from the
last round of the detonative combustion is trapped and recirculated
near the wall surface between the two neighboring fresh reactants
streams, which is also observed in Refs. [31,44,45]. Therefore, mixing
between the hot products and the cold premixed gas would occur.
Meanwhile, the extent of the mixing of these fresh and burned gas
shows considerable distinctions, even in the same reactants refill layer
before the travelling detonative wave, e.g. in Fig. 2. For instance, closer
to the detonative front, longer residence time of the reactants in the
combustor can be expected, and relatively spatially uniform tempera-
ture (< 400 K) is demonstrated in Fig. 3(a1). Nevertheless, in Fig. 3(b1),
more upstream with respect to the detonation front, higher temperature
is seen in the ribbon-shaped recirculation zone near the wall. These
zones are also connected with the deflagrative front, along which the
isobaric combustion proceeds. It should be noted that the two-dimen-
sional nature of the present simulations would exaggerate both the
strength and effects of trapped products in these recirculation zones.
However, the results can still provide insights for the effects of discrete
inlets, which are more representative of actual RDE devices.

Meanwhile, the spatial inhomogeneity of the reactants can be
quantified through the distributions of the fuel gradients Y| |H2 in
Fig. 3(a3) and (b3). Besides the considerable Y| |H2 along the wrinkled
deflagrative fronts, they are also present and alternately appear along
the interface between the reactants and hot product gas, which is
generally perpendicular to the detonation propagation direction. The
latter is not seen in our previous simulation [50] with continuous re-
actants inlet along the upstream inlets. Like the temperature distribu-
tions in Fig. 3(a1) and (b1), the fuel gradients are more pronounced in
Fig. 3(b3) due to the shorter residence time to achieve better reactant
mixing.

The above spatial features of temperature and reactant composition
lead to the distorted detonative front and non-continuous heat release
along it. For instance, in Fig. 3(a2), the detonation wave is 3-shaped,
and the heat release rate along this front varies considerably. As it
propagates, the front would have variable instantaneous shape and heat
release intensity, depending on the local mixing between the fresh

Fig. 2. Distributions of temperature (left column) and pressure (right column)
when the detonation wave propagates stably in: (a) Case 1, (b) Case 2, (c) Case
3, (d) Case 4, (e) Case 5 and (f) Case 6. Z1 and Z2 are used for analysis in Fig. 3.
The domain is 280 mm × 100 mm.

Table 2
Information on propagation of detonation waves in Cases 1–6.

Case Total pressure
(atm)

Detonation wave
number

Detonation wave
speed (m/s)

Deficit of detonation
wave speed (%)

1 5
1

1,796 8.37
2 10 1,811 7.60
3 15

2

1,660 15.31
4 20 1,652 15.71
5 25 1,675 14.54
6 30 1,648 15.92
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reactants and burned gas. Accordingly, the height (i.e. y direction) of
the detonative front also frequently varies, thereby inducing unstable
propagation. These features are not observed from the results from RDE
modelling with uniform reactant injection [50,61,66].

Discussed in Fig. 3 are the disparities of the fuel mass fraction,
temperature and heat release rate in Case 2 with single detonation
front. To elucidate the mixing effects on the RDWs when the wave
number changes, Fig. 4(a) and 4(b) compare the distributions of

instantaneous H2 mass fraction for Case 2 and Case 4, which have one
and two detonative waves, respectively. The distribution of H2 mass
fraction immediately in front of the detonation wave (e.g. in the dashed
boxes) in Case 2 is more uniform than that in Case 4. This is consistent
with Fig. 3(a3) and (b3). Unburnt H2 can be observed after the deto-
nation wave and near the slip line in Case 4.

Fig. 5 shows the scatter plots of instantaneous temperature versus
H2 mass fraction in the three dashed zones, i.e. Z3, Z4 and Z5, in the
fresh reactants layer for Cases 2 and 4. They are colored by the reaction
progress variable c, which is calculated as =c Y Y/H O H O

max
22 . Here YH O

max
2 is

the maximum value of H2O mass fraction in the entire RDE combustion
chamber. c = 1 means complete reaction, whereas c = 0 indicates no
reactions. For zone Z3 from Case 2 with one detonation wave, most of
the local hydrogen mass fractions are close to or slightly smaller than
0.0283, which corresponds to the stoichiometric H2-air. Meanwhile, the
local temperatures of most scatters are lower than 500 K and the re-
action progress variable is approximately zero. For zone Z4 that is re-
latively farther from the detonation front, the scatters span within the
whole ranges of H2 mass fraction and temperature. Considerable che-
mical reactions are demonstrated with c > 0.75 and T > 1800 K.
Therefore, in the same reactants layer supporting one detonative wave,
the closer the reactants premixture to the detonation wave, the better
mixing between reactants and vitiated gas, and the lower the reaction
progress is.

For Case 4 with dual detonation waves presented in Fig. 5(c), there
are large amounts of scatters with H2 mass fractions lower than the
stoichiometric value 0.0283. Also, the temperatures range from 300 K
to 1600 K, which respectively corresponds to the temperature of the
fresh reactants premixtures and the hot product near the wall. There-
fore, mixing between the premixed reactants gas and the hot product is
not well performed. Moreover, in Case 1, limited reactions occur in

Fig. 3. Distributions of temperature, heat release rate and H2 mass fraction gradient of two regions in Case 2 marked in Fig. 2(b): (a1, a2, a3) are for zone “Z1”, whilst
(b1, b2, b3) for zone “Z2”.

Fig. 4. Distributions of instantaneous H2 mass fraction for (a) Case 2 and (b)
Case 4. Z3-Z5 will be used for analysis in Fig. 5. The domain is
280 mm × 100 mm.
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Fig. 5. Scatter plots of instantaneous temperature versus hydrogen mass fraction in dashed boxes in Case 2 and Case 4 in Fig. 4: (a) Z3, (b) Z4 and (c) Z5. These
scatters are colored by the normalized reaction progress c.

Fig. 6. Time history of detonation propagation speed, mass flow rate and specific impulse for (a, b) Case 1 and (c, d) Case 2. The red dashed lines in (a) and (c)
represent the C–J velocity. t = 0 s corresponds to the detonation initiation instant. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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zone Z5, manifested by the low c in Fig. 5(a). This is due to the rela-
tively low local temperature, which results from the better mixing be-
tween the fresh and burned gas in front of detonation wave for Case 4.

3.2. Transient analysis on chaotic RDW propagation

The time series of instantaneous detonation propagation speed,
mass flow rate ( =m udAR A ii

) and specific impulse

( = +I u p p dA gm Y[ ( )] /sp A b o R H
o2

2o
) for Case 1 and Case 2 are re-

spectively shown in Fig. 6(a)–(d). Here Ai and Ao are the area of all the
reactants inlets and outlet, respectively, g is gravity acceleration, YH

o
2 is

the hydrogen mass fraction in the stoichiometric H2-air mixture and pb
is the backpressure. Recall that both cases only have one detonation
wave. Their respective propagation speeds (1796 m/s and 1,811 m/s,
respectively) are slightly smaller than the C–J velocity, as confirmed by
the deficits, i.e. 7–8%, from Table 2. This indicates that the statistically
stable propagation of the single detonation wave can be achieved after
the initial transient. Nevertheless, the propagation speeds of both cases
also demonstrate considerable high-frequency and low-magnitude
fluctuations (4.0% and 5.4%, respectively). The magnitudes in Case 2
are slightly larger with increased total pressure Po. Based on Fig. 6(b)
and 6(d), the specific impulse and inlet mass flow rates from Cases 1
and 2 tend to be constant also with various levels of fluctuations after
the initial transition, which becomes more obvious with increasing
pressure from 5 to 10 atm. Their time-averaged specific impulse is
close, whereas the averaged inlet mass flow rate in Case 2 is almost
doubled compared with that in Case 1. This is consistent with the ob-
servations from our previous work [50].

Different from stable detonation propagation in Cases 1 and 2,
chaotic detonation propagation is found after the detonation is initiated
in Cases 3–6. Plotted in Fig. 7 are the time series of mass flow rate,
specific impulse and heat release rate for Case 4. It can be seen that the
RDWs experience two chaotic propagation stages (marked in Fig. 7)
prior to the final stable propagation, between which is a relatively short
stable detonation stage (see Fig. 7). Based on Fig. 7, the two chaotic
stages are characterized by the considerable fluctuations of specific
impulse and mass flow rate, which have much larger magnitudes than
those in the two neighboring stable propagation periods. Meanwhile,
when the RDW propagates chaotically, frequent shift between high and
low heat release rates can be seen from Fig. 7(b). This may imply the
highly unsteady process of detonation extinction and re-ignition in the
chaotic stage. These spiky HRR in Fig. 7(b) may correspond to the
generation of the localized explosive spots in the reactants refill zone,

Fig. 7. Time history of (a) specific impulse and mass flow rate, and (b) volume
averaged heat release rate for Case 4. t = 0 s corresponds to the detonation
initiation instant.

Fig. 8. Distributions of instantaneous temperature and pressure for Case 4 with four propagation stages after initiation: (a) first chaotic propagation, (b) transient
stable propagation, (c) second chaotic propagation and (d) stable propagation. The domain is 280 mm × 100 mm.
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whereas the low values indicate the instants when the detonation
wave is weakened or even quenched. This will be further shown in
Figs. 9 and 11.

To further understand the detonative combustion dynamics during
the four different stages (i.e. first chaotic propagation, transient stable
propagation, second chaotic propagation and ultimate stable propaga-
tion) shown in Fig. 7, the temperature and pressure distributions re-
spectively from four instants in these respective stages are presented in
Fig. 8. As shown in Fig. 8(a), fresh reactants layer (visualized by low
temperature) becomes not regular and strong wrinkling can be seen
along the deflagrative surfaces between the burned and unburned gas.
No detonation waves are observed at this instant and they may have
been quenched after the collision of two counter-propagating detona-
tion fronts, which generates two degraded shock waves. This can be
confirmed by the pressure contour in Fig. 8(a). Detonation re-initiation
occurs in the burner and the propagating waves stabilize around
t = 0.0016 s shown in Fig. 8(b). Transition from chaotic propagation to
stable propagation is expected to happen between t = 0.0008 s and
0.0016 s. In the stable propagation stage shown in Fig. 8(b), the flow
fields become more organized, and two co-rotating detonative fronts
exist. Nevertheless, at t = 0.002 s, the second chaotic propagation stage
arises, which is shown in Fig. 7(a). Two counter-rotating detonation
fronts are observable at t = 0.003 s in Fig. 8(c). Final stabilization is
achieved at t = 0.00452 s in Fig. 8(d). Similar to the first stable pro-
pagation stage (0.0015 s < t < 0.002 s), double detonation fronts are
seen, but they propagate towards the different direction from that in

Fig. 8(b).
As mentioned above, explosive pockets may arise and further evolve

into propagating detonation waves during the chaotic propagation
period. Fig. 9 shows the representative time sequences about how a
detonative spot is generated in a rotating detonative field. Note that in
Fig. 9(a) initially there is only one right-propagating detonation wave
D1. Before D1, there is an oppositely propagating shock wave S. Based
on the time sequences of the pressure field (not shown here), the shock
wave S is one of the blast waves B and originally generated from the
triple point from the last cycle [50], which connects the detonation
front D1, oblique shock wave and deflagrative surface. Furthermore,
the blast waves have the opposite propagation direction with respect to
the detonation wave D1. It should be highlighted that intense defla-
gration combustion is also observed in this region, marked as DF in
Fig. 9(a), which may interact with the shock wave and mutually en-
hance each other. The shock wave S is significantly intensified after
colliding with the detonation wave D1, which can be seen in Fig. 9(b)
through the high local pressure and temperature. From Fig. 9(c) and
(d), the shock wave is gradually weakened (reduced post-shock pres-
sure), but the temperature after the shock wave is still as high as
2000 K, due to the local product gas.

In Fig. 9(d), the shock wave S re-enters the domain due to the
periodic boundary and a hot pocket E is formed. Fig. 10 show the de-
tails about the development of the hot spot E behind the shock wave S
in the dashed box of Fig. 9(d). In Fig. 10(d0), whose time instant is
consistent with that of Fig. 9(d), a localized explosive spot, E, arises in
the shocked gas and along the deflagrative interface DF1 (marked in
Fig. 10d0). Local high pressure and therefore large gradient (dense
pressure isolines shown in Fig. 10d0) is observed around this spot. After
10-6 s in Fig. 10(d1), this spot gradually grows and intensifies the
chemical reactions and therefore the heat release along the neighboring
deflagrative interface DF2. A small section of DF2 further evolves into
the detonative combustion. Along the y direction, this new detonative
spot D is quickly extended along DF2, leading to a detonative front in
Fig. 10(d2). Meanwhile, based on Fig. 10(d1) and (d2), the upstream
part (close to the inlet plane, i.e. x = 0) of the new reaction front is
accelerated due to the locally higher temperature and pressure, and
gradually approaches the leading shock wave S. The coincidence of the
two fronts occurs and the left propagation detonation wave D is ulti-
mately formed. Its subsequent development can be seen in Fig. 9(f)–(h).

The overall direction of the new detonation wave D is mainly af-
fected by that of the shock wave S, and actually would also be adjusted
based on the local reactant availability and composition, flow fields,
and turbulence if in three-dimensional situations. In our previous work
[50], the blast waves from the triple point is also observed in the same
configuration as that in Fig. 9(a). However, no explosive spots and
hence new detonative waves are observed, even under unstable pro-
pagation mode [50]. Therefore, the interactions between the blast
waves and the deflagrative interface are expected to be significant in
inducing the detonative pockets in RDC, including ignition of the
shocked gas and determination of the propagation direction. In spite of
the different origins, this counter-propagating blast waves essentially
have the similar role of the reverse shock wave in formation of new
detonation wavelets observed by Wang and his co-worker [40,41].

Plotted in Fig. 11 is the second representative event found in our
simulations about initiating new detonative waves during the chaotic
propagation stage, also through the time evolutions of temperature and
pressure in the domain from Case 4. The reader should be reminded
that in Fig. 11 the same numbers with S, E and D indicate that they
share the same origin, although manifested in various forms from
10(a)–10(j), like shocks, explosive spots or detonation waves. At the
beginning in Fig. 11(a), counter-rotating detonation waves D2 and D3
and a shock wave S1 (it is the blast wave from the triple point of D2) are
seen. The counter-rotating detonation waves D2 and D3 in Fig. 11(b)
are temporarily extinguished and degraded into strong shock waves S2
and S3 after they collide, which generates much higher local pressure in

Fig. 9. Time sequences of temperature and pressure in chaotic propagation
stage from Case 4. The first frame in Fig. 9(a) correspond to t = 0.00067 s and
the time interval is 0.00001 s. D denotes detonation wave, S is shock wave, DF
denotes deflagrative front, E is explosive pocket, B donates blast wave induced
by the original detonative wave D1. The domain is 80 mm × 100 mm.

M. Zhao and H. Zhang Fuel 275 (2020) 117986

9



Fig. 11(b). In Fig. 11(b), (c) and (d), no detonation waves exist in the
RDE combustor, although the deflagrative combustion is still active
along the contact surface. When the shock wave S3 arrives at the fresh
reactant zone (approximately corresponding to the blue region in the
left column), a local detonation wavelet (see its location through the
pressure contours) happens near the injectors, which is marked as D3 as
shown in Fig. 11(e). However, the detonation wave D3 degrades into a
shock wave S3 again due to the insufficient reactants supply (see
Fig. 11i), because D1 propagates ahead of D3, and therefore the post-
detonation high pressure still suppresses the reactants injection, as in-
dicated by Eq. (5).

For the shock waves S1 and S2, both experience the transition to
detonation from the local deflagrative combustion, and new propa-
gating detonation waves are formed as shown in Fig. 11(i) and (j), re-
spectively. The detailed transition process, e.g. from S1 to D1, is shown
from Fig. 12(e0) to (e2). In Fig. 12(e0), a small high-pressure region
(dark isolines in Fig. 12e0) appears between the two peninsula-shaped
deflagrative fronts DF1 and DF2. A local explosive spot can be observed
at the concave section (with respect to the fresh gas) of DF1. This spot
quickly expands along the DF1 deflagrative surface, and further in-
trigues strong heat release and pressure increase (see Fig. 12e1). It
gradually approaches the right propagating shock wave S1 and finally
evolves into D1, as shown in Fig. 12(e2). In front of the shock wave S1,
sufficient reactants is available. For the shock wave S2, it evolves into
D2 through the similar transients. Ultimately the detonative wave D1
and D2 is formed, as demonstrated in Fig. 11(f)–(j). The initiation of the
hot spot frequently occurs in the entire chaotic propagation stage,

which can also be confirmed through the enhanced fluctuations of
corresponding average HRR presented in Fig. 7(b).

In Fig. 10, the new detonation wave is developed from a hot spot
along the interface (i.e. DF1 and DF2 in Fig. 10) between the newly
injected reactants stream and the burned products. Differently, in
Fig. 12, the explosive pocket is from the highly convoluted deflagrative
surface (i.e. DF1 in Fig. 12). In the latter case, the residence time is
longer, and hence the reactants gas near the hot spot (loosely corre-
sponding to the blue areas in the temperature contours in Fig. 12) is
expected to be better mixed with hot product gas, which would be more
conducive for generation of the hot spot. Also, different from the results
of Fig. 9, in Fig. 11, besides the blast wave S1, the shocks S2 and S3 are
originally from the collision and extinction of two counter-rotating
detonation waves. The sweeping of S2 and S3 directly leads to increased
temperature and pressure behind them, where the formation of loca-
lized hot spots occurs, e.g. in Figs. 10 and 12. Therefore, based on our
numerical experiments in Figs. 9-12, the interactions between shock
waves (including the blast waves and degraded shocks from detonation
wave collision) and deflagrative fronts (along the newly injected re-
actants stream and the contact surface) play a significant role in in-
itiating multiple detonation waves during the chaotic propagation of
RDWs.

The unsteady behaviors of shock waves during the chaotic RDW
propagation can be further examined through the time series of the
volume averaged pressure p (scaled by the total pressure) in the re-
actants refill zone for Cases 1–6 in Fig. 13. Here p is calculated from

=p Pdv dv/ , and denotes the zones where >Y 0H2 holds. Recall

Fig. 10. Time sequences of temperature (left column) and heat release rate (right column) in chaotic propagation from Case 4. The pressure isolines are superimposed
on the heat release rate contours. The first frame in (d0) correspond to Fig. 9(d) and the time interval between two frames is 0.000001 s. The legend for S, D, E, DF
same as that in Fig. 9.
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that the total pressures in Cases 1–6 increase from Po = 5 to 30 atm. In
general, for stable detonation propagation in all the cases, p P/ o is close
to 0.4. Due to the increased Po, p accordingly increases from Case 1 to 6.
In addition, for cases without chaotic propagation, there are still some
variations of the averaged pressure p . For instance, in Case 2, between
0.002 s < t < 0.0027 s, slight pressure increase (up to 0.1Po) can be
seen. Its low magnitude fails to induce additional detonation initiation
and therefore no shift between chaotic and stable propagation can be
seen in Case 2, in line with the finding from Fig. 2. In Cases 4 and 5,
there are two chaotic propagation period (e.g. t < 0.0015 s and
0.002 s < t < 0.004 s in Case 4, consistent with the results in Fig. 7),
whereas in Case 6, only one chaotic period is seen. During the chaotic
propagation stage, p considerably increases: p P/ ofirst increases and
then decreases to the stable value, i.e. around 0.4. The pressure increase
in the chaotic RDW propagation period is caused by the intense shock
waves in the reactants layer, as indicated above, which mainly result
from the blast waves from the triple point and the detonation extinc-
tion. The frequent interactions between the shock wave and the

deflagration surface would lead to RDW re-initiation.

3.3. Numerical set-up effects on chaotic propagation prediction

The predictability of origin and chaotic propagation of multiple
RDWs and their stabilization is of great importance to understand their
underlying mechanisms and relevance to the practical rotating deto-
nation dynamics [6]. As numerical experiments, prediction of this
particular RDC dynamics may be influenced by the various aspects of
numerical set-up, including initial and/or boundary conditions, mesh
and chemical mechanism. Therefore, in this Section, we further perform
supplementary numerical simulations, in order to confirm the ob-
servations from Section 3.2.

Fig. 14 shows the time series of the mass flow rate and volume
averaged heat release rate when the total pressure Po is increased from
10 atm to 15 atm. Three instants are selected at 10 atm (from 0.001 s,
0.0015 s and 0.002 s, denoted as Cases 21, 22 and 23 in Fig. 14) as the
initial fields for the current tests. Note that in the original field under
10 atm, only one detonation wave exists. For instance, in Case 21, the
mass flow rate and averaged heat release rate experience the pro-
nounced transient period after the total pressure is increased to 15 atm,
which lasts 0.008 s or so. This corresponds to the chaotic RDW pro-
pagation, resulting in two new detonation waves. Then these two de-
tonation waves stabilize, characterized by the relatively constant mass
flow rate and heat release in Fig. 14. The results of two other initial
fields in Case 22 and 23 are also shown in Fig. 14 and demonstrate
qualitatively similar tendencies to that of Case 21. In all the numerical
experiments shown in Fig. 14, two co-rotating detonative waves are
found when the RDWs stably propagate. This is also observed in Case 3
(listed in Table 1) with the same total pressure, in which the detonation
is initiated with hot spot and chaotic RDW propagation is also present.
However, the propagation directions differ in these cases, although
there is only one detonation wave in all the three initial fields.

Plotted in Fig. 15 are the time series of the mass flow rate and vo-
lume averaged heat release when we lower the total pressure from
Po = 10 to 5 atm. Similar to Fig. 13, three initial fields from Case 2 are
selected, i.e. t = 0.001, 0.0015 and 0.0015 s, termed as Cases 24, 25
and 26, respectively. Initially, there is only one detonative wave in all
the three initial fields. A period of chaotic propagation occurs in Cases
24–26 from Fig. 15(a) before the stable propagation is established. In
the stage of chaotic propagation, detonation quenching and re-initia-
tion are observed. Different from the results in Fig. 14, here the RDC
stabilizes with one detonative wave, which is in line with Case 1
(Po = 5 atm) listed in Table 1.

Furthermore, in order to study the dependence of the findings in
Sections 3.1 and 3.2 on the reaction mechanism and mesh resolution on
RDW chaotic propagation modelling, based on Case 3, Case 31 with
refined mesh (the minimal cell size is 0.05 mm) and Case 32 with one-
step reaction mechanism (used in our previous study [50]) are per-
formed (results not shown here), respectively. Similar phenomena, i.e.
the chaotic propagation and multiple RDWs under high inlet total
pressure, are also observed with finer mesh. However, these are not
captured with global chemistry, which further confirms the necessity of
the detailed mechanism in modelling unsteady RDC phenomena
[4550].

Based on the numerical tests here and the results in Section 3.2,
both stochastic and deterministic features in RDW chaotic propagation
are observed. Generally, the stochasticity is related to when and where
the explosive spot can be intrigued in the chaotic RDC field with
complicated distributions of shock waves and combustion waves, how
the new detonation waves can stabilize as well as their final propaga-
tion direction. Meanwhile, the deterministic features manifested from
the above tests include the number of the stable RDWs under the same
operating conditions (e.g. total pressure), irrespective of the initial
fields. When the RDC is stable, its flow field becomes more organized
and overall balance of the timescales is likely reached between various

Fig. 11. Time sequences of temperature and pressure in chaotic propagation
from Case 4. The time interval between two frames is 0.00001 s and the domain
is 280 mm × 100 mm. The legend for S, E and D same as that in Fig. 9. The
numbers with S or D are used to identify the same wave (shock or detonation) in
different instants.
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physic-chemical processes around or in the reactants refill zone, e.g.
shock wave propagation, reactant mixing, autoignition, detonation, and
deflagrative flame.

3.4. Fuel equivalence ratio effects on RDW propagation and bifurcation

In addition to the inlet total pressure, the effects of reactant
equivalence ratio on the detonation propagation behavior are also
studied. The cases within the detonable mixture fraction range of

0.015–0.09 (the corresponding the equivalence ratio is 0.53 – 3.4)
suggested by Glassman [77] are considered and simulated with dif-
ferent inlet total pressures, i.e. 5, 10, 15 and 20 atm. Fig. 16 shows the
effects of reactant equivalence ratio and inlet total pressure on the
detonation propagation behavior and velocity deficit. It can be found
from Fig. 16(a) that the number of detonation wave is affected by the
equivalence ratio and inlet total pressure within the detonable mixture
fraction range. Stable detonation wave is obtained for near-

Fig. 12. Time sequences of temperature, pressure and heat release rate in chaotic propagation from Case 4. The first frame in (e0) correspond to the red dashed box
region in Fig. 11(e) and te1 = te0 + 0.000001 s, te2 = te0 + 0.00002 s. The legend for S, E and D same as that in Fig. 9. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)

Fig. 13. Time history of volume averaged pressure (normalized by total pres-
sure) in the reactants zones for Cases 1 (Po = 5 atm), 2 (10 atm), Case 3
(15 atm), Case 4 (20 atm), Case 5 (25 atm) and 6 (30 atm). Here t = 0 s cor-
responds to the ignition instant.

Fig. 14. Time history of (a) mass flow rate (in kg/s) and (b) volume averaged
heat release rate (in J/m3/s) when the inlet total pressure increases to 15 atm
using three different fields under 10 atm as the initial conditions, corresponding
to Cases 21, 22 and 23.
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stoichiometric mixtures. Although the equivalence ratio of the mixture
is in the detonable equivalence ratio range, the rotating detonation
wave cannot be self-sustained in the modeled RDE combustor for the
case with equivalence ratio greater than 2.0 or less than 0.8. Con-
sidering the spacing between injectors, the equivalence ratio for the
cases without a self-sustained detonation wave may be out of the de-
tonable range due to the mixing between the premixture and the
burned gas. Two stable detonation waves are still obtained for the case
with equivalence ratio of 1.5 and inlet total pressure greater than or
equal to 15 atm. It should be noted that similar chaotic propagation as
shown in Sections 3.1 and 3.2 would be observed for the case with two

detonation waves.
Furthermore, the velocity deficits for the cases with stable rotating

detonation wave are calculated and shown in Fig. 16(b). The pre-
mixture with equivalence ratio of 1 would be completely consumed
even if there exists mixing between the reaction products and fresh
mixture and thus the rotating detonation wave of detonable mixture at
equivalence ratio of 1 has the lowest velocity deficit for each inlet total
pressure, especially for the case with inlet total pressure less than
15 atm. It has been suggested that the velocity deficit will be increased
with increased detonation waves [34]. The cases with equivalence ratio
of 1 and inlet total pressure of 15 and 20 atm have two stable deto-
nation waves and the velocity deficit is almost twice of the case with
one detonation wave. Therefore, in addition to the reactant mixing due
to the discontinuous injection of the fresh reactants as suggested in
Section 3.1, the fuel equivalence ratio may also be one of the reasons for
the RDW velocity deficit.

4. Conclusions

The origin and chaotic propagation of multiple detonative waves in
the two-dimensional modelled rotating detonation combustor fueled by
premixed hydrogen/air mixtures are numerically investigated with
detailed chemical mechanism. The arrangement of alternate reactants
inlets and solid walls is adopted at the head end, to mimic the spatial
non-uniformity of the propellant in the practical RDE combustor. A
series of numerical experiments are performed through changing the
inlet total pressures from 5 atm to 30 atm and the reactant equivalence
ratios within the detonable equivalence ratio range.

It is found that higher total pressure leads to increased number of
detonation waves when the RDC runs stably. When the total pressure is
5 and 10 atm, there is only one RDW. However, when it is beyond
10 atm, the number of co-rotating RDWs is increased to two in near-
stoichiometric mixtures. Meanwhile, the propagation direction also
differs for those cases with dual RDWs. For low total pressure with
single RDW, no chaotic propagation transient after the detonation in-
itiation is observed. Nevertheless, for high pressure situations, chaotic
RDW propagation is present and lasts for a finitely long time before the
RDC gets stabilized. The highly unsteady chaotic stage is characterized
by frequent detonation extinction, re-ignition and re-orientation, irre-
gular reactants refill zones, disorder flow fields and fluctuating per-
formance indices (e.g. specific impulse, mass flow rate and heat release
rate).

The results also show that the chaotic RDC stage is responsible for
the variation of the RDW number and propagation direction. The ex-
plosive spots during chaotic stage result from the mutual enhancement
between the travelling shock waves and the deflagrative fronts. Based
on our numerical simulations, the shock waves are originally the blast
waves irradiated from the triple point and the quenched counter-ro-
tating RDWs due to their collisions. Meanwhile, the direction of the new
detonation front is dominated by that of the shock waves. In addition,
to achieve the self-sustaining propagation of new detonation waves,
sufficient reactants should exist in front of the leading shock waves.
Furthermore, from our numerical results, the final stabilization of the
multiple RDWs depends on the appearance of the equally strong deto-
nation waves and constant reactants supply in front of them.

The predictability of the chaotic RDW propagation is further dis-
cussed in terms of the influences of initial condition, mesh and chemical
mechanism. In general, for the same total pressure conditions, the same
RDW number is predicted when the RDC is stable, even if the different
initial fields are adopted. However, different propagation directions are
seen, which may be caused by the different direction of the explosive
hot spots. Also, various mesh resolution would not qualitatively change
the chaotic propagation transients. Furthermore, one-step chemical
mechanism is used for comparisons, and the results show that no any
explosive spots can arise and hence no chaotic RDW propagation is seen
after the detonation is initiated.

Fig. 15. Time history of (a) mass flow rate (in kg/s) and (b) volume averaged
heat release rate (in J/m3/s) when the inlet total pressure decreases to 5 atm
using three different fields under 10 atm as the initial conditions, corresponding
to Cases 24, 25 and 26.

Fig. 16. Effects of equivalence ratio and inlet total pressure on the detonation
propagation behavior and velocity deficit. The dashed lines represent detonable
limits suggested by Glassman [77].
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In a practical RDE, combustion proceeds in highly turbulent flow
field [6]. However, rotating detonative combustion is still an emerging
research field and the state of the art is behind the research progress in
low-speed turbulent combustion. Future work will be performed to
examine the accuracy of the present modeling strategies (i.e. no models
for turbulence and combustion) by comparisons with advanced turbu-
lent combustion models such as probability density function method,
flamelet and conditional moment closure models.
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